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Abstract

In error-prone IEEE 802.11 WLAN (Wireless Local Area Network) environments, heterogeneous link qualities can sig-
nificantly affect channel utilizations of mobile stations and consequently the user-perceived QoS (Quality of Services) of
multimedia applications. In this paper we propose a novel optimization framework which provides QoS by adjusting IWSs
(Initial Window Size) according to current channel states and QoS requirements. It is a table-driven approach which off-
line pre-establishes the table of the best IWSs based on a cost-reward function. Neural networks are utilized to learn the
mapping correlation and then to generalize that to other situations of interest. At runtime, the IWS of each user can thus
be determined optimally with a simple table lookup rapidly without much time spent on learning about the nonlinear and
complicated correlation. A video streaming transmission scenario is used to evaluate the performance of our scheme. The
simulation results demonstrate that the proposed mechanism can effectively provide QoS for each user when the capacity
of the network is sufficient for the requirements of all users.
� 2007 Elsevier B.V. All rights reserved.
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1. Introduction

With the popularity of the IEEE 802.11 based
WLANs (Wireless Local Area Networks) recently,
the demands of multimedia services for mobile users
are increasing. Multimedia applications have specific
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requirements in terms of throughput fluctuation,
delay sensitivity, loss tolerance, etc. due to their
differentiated traffic types. Thus the provisioning of
QoS (Quality of Service) in 802.11 WLANs becomes
progressively important. The IEEE 802.11 standards
[1] of MAC (Medium Access Control) support two
fundamental mechanisms for channel arbitration,
namely, DCF (Distributed Coordination Function)
and PCF (Point Coordination Function). DCF
is a random access mechanism based on CSMA/
CA (Carrier Sense Multiple Access/Collision
.
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Avoidance) protocols, whereas PCF is a centralized
scheduling protocol which can provide a contention-
free channel access for time-bounded traffic. Due to
the complexity of deploying PCF based WLANs, the
current implementations of 802.11 WLANs mostly
employ DCF mechanisms. To support QoS in ordin-
ary 802.11 DCF, the IEEE 802.11 standardization
committee just finished the work on IEEE 802.11e
[2]. In the contention-based part, IEEE 802.11e
employs a priority scheme, called EDCF (Enhanced
Distributed Coordination Function), which differen-
tiates the IFS (inter-frame space) and backoff
parameters according to service classes to support
real-time applications.

Many previous efforts [3–12] try to improve the
performance of 802.11 QoS by finding out the opti-
mal values of some differentiated parameters based
on theoretical analyses or simulations. Banchs and
Perez [4] extended 802.11 DCF protocols to provide
throughput guarantees by adapting the contention
window according to the service class. Xiao [6] pro-
posed a backoff-based priority scheme using an ana-
lytical model of 802.11e EDCF. Tinnirello et al. [9]
investigated on the performance impacts of differen-
tiating initial window size, window increasing factor
and IFS, respectively, and then proposed a joined
differentiation scheme involving initial window size
and IFS. However, most of these works provide
solutions with the assumption of ideal-channel con-
ditions or homogeneous link qualities among the
participating hosts which is impractical in realistic
wireless environments. The transmission qualities
of hosts, e.g. their BER (Bit Error Rate) levels, actu-
ally are diverse at most of the times even with a link
adaptation mechanism applied on 802.11 PHY
(physical layer) [1] due to limited MCSs (Modula-
tion and Coding Schemes) available. To consider
the performance impact of heterogeneous link qual-
ities on 802.11 QoS, we conduct a simulation sce-
nario of error-prone channels as shown in Section
2. The numerical results show that unequal link
qualities among hosts can pose severe unfairness
of channel sharing. For example, it is shown that
an average variation of throughput due to the differ-
ence of transmission qualities between an error-free
condition and a BER of 2E�5 can be as large as
48%. This implies that the multimedia QoS of users
in adverse channel conditions may be significantly
degraded even when the service differentiation
mechanism is applied.

Observing that 802.11 QoS depends on not only
the applied differentiation mechanism but also the
link quality, we are thus motivated to propose a
dynamic IWS (initial window size) scheme which
compensates skewed channel shares due to hetero-
geneous channel conditions. A cost-reward function
is explored to quantify the performance of QoS.
Based on this function, the table of optimal IWSs
with respect to channel conditions and QoS require-
ments can be established in the off-line stage. Neural
networks are utilized to learn the mapping correla-
tion and to generalize that to other cases of interest.
At runtime, the QoS of each user can thus be
achieved by adjusting its IWS optimally with a sim-
ple table lookup rapidly without much time spent
on learning about the nonlinear and complicated
correlation.

We conduct simulations to demonstrate the effec-
tiveness of the proposed scheme based on a video
streaming transmission scenario. We examine two
representative scenarios of dynamics in WLANs
that users experience heterogeneous channel condi-
tions and that users are with different QoS require-
ments. The simulation results show that the
proposed mechanism can effectively tackle varying
heterogeneous channel conditions to provide QoS
for each user when the capacity of the network is
sufficient to satisfy the requirements of all users.
The remainder of this paper is organized as follows.
Section 2 presents simulation results to exhibit the
variation of QoS due to heterogeneous channel con-
ditions. In Section 3, we formalize this problem as
an optimization problem and provide our solution
of a neural-network-based dynamic IWS scheme.
In Section 4, we construct simulation scenarios to
evaluate the effectiveness of the proposed scheme.
Section 5 draws our conclusions.

2. Numerical results and discussion

In this Section, we conduct IEEE 802.11 trans-
mission scenarios of all the users with the same ser-
vice class while in different channel conditions.
Through such the scenarios we can clearly explore
the variation of QoS among users due to their het-
erogeneous channel conditions. The 802.11 simula-
tion model is developed with Matlab codes based
on IEEE 802.11b standard [1]. This model can be
used to evaluate saturated throughput and delay
(while a host always has a packet to send) with var-
ious values of IWSs in error-prone 802.11 WLANs.
In our simulations, we assume a fixed number of
802.11b contending hosts within the transmission
range of each other. Each host transmits a real-time
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Fig. 1. The aggregated throughput of IC and EC hosts, respec-
tively, vs. the total number of hosts, K varying with the BER level
of EC hosts, BER(EC). For instance, in case of BER(EC) equal
to 1E�5, the aggregated throughput of IC hosts is indexed as the
triangle-dotted line, while that of EC hosts is indexed as the
triangle-solid line.
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Fig. 2. The average packet delay of IC and EC hosts, respec-
tively, vs. the total number of hosts varying with the BER level of
EC hosts.
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traffic flow of an identical class to the corresponding
receiver with the basic CSMA/CA scheme. In an
illustrated scenario, we assume that half of the
hosts, named ideal-channel (IC) hosts, are always
in a stationary and ideal-channel condition (i.e.
BER = 0). The others, named error-prone-channel
(EC) hosts, are initially in an ideal condition and
later suffer from channel degradation due to mobil-
ity with an average BER of 1E�5 and 2E�5 in
sequence. For demonstration purposes, the data
rate is 1 Mbps and the transmitting packet length
is fixed as 1023 bytes. The system parameters
adopted are shown in Table 1.

The evaluation variables are the number of hosts,
K and the BER of EC hosts, BER(EC), while the
aggregated throughput and average delay corre-
sponding to IC and EC hosts are presented in Figs.
1 and 2, respectively. It is shown that when all the
hosts are in an ideal condition initially, i.e. BER(EC)

is equal to 0, their performances are equal in terms of
both throughput and delay. When BER(EC) later
deteriorates to 1E�5 and 2E�5 consecutively, the
performance variation between IC and EC hosts is
gradually enlarged. This can therefore pose the deg-
radation of QoS perceived on EC hosts. For example,
consider 10 contending hosts with each one demand-
ing a throughput level of 64 Kbps and a delay bound
of 120 ms for satisfying QoS. In case that all the hosts
are with ideal channels, their individual throughput
is 78.96 Kbps and delay is 103.02 ms as shown in
Figs. 1 and 2, respectively. Thus the user-perceived
QoS is assured. If the channel conditions of half hosts
deteriorate with BER of 2E�5, the correspond-
ing throughput and delay become 55.86 Kbps and
141.44 ms, respectively, which can no more meet
the prescribed QoS. In the meanwhile, the perfor-
mances of the other hosts keeping in ideal conditions
are improved to 94.46 Kbps and 87.23 ms. The
average variation of throughput and delay between
hosts is as large as 47.6% (37.6 Kbps/ 78.96 Kbps =
47.6%) and 52.6% (54.21 ms/103.02 ms = 52.6%),
respectively. Through these results it is demon-
strated that heterogeneous link qualities among users
have a significant impact on the perceived QoS under
adverse conditions.
Table 1
System parameters

MAC header 28 bytes DIFS (DCF inter-
PHY header 24 bytes SIFS (short inter-
ACK (acknowledgement) frame 38 bytes Slot time
The performance variation arises as a result of the
following facts. Due to its higher BER, an EC host
will averagely experience more retries to succeed a
transmission than an IC host does. When a retrans-
mission is performed, according to the 802.11
CSMA/CA standards, the backoff window size will
be increased exponentially until the retries come to
a certain limit. Thus an EC host would averagely
adopt a larger backoff timer and then has less chance
to access the channel. Such the unfair behavior is
frame space) 50 ls Initial window size 32
frame space) 10 ls Maximum window size 1024

20 ls Retry limit 5
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similar to the scenarios of asymmetric information
among nodes [13]. Thus applying 802.11 CSMA/
CA protocols with fixed system parameters can not
assure multimedia QoS in heterogeneous WLAN
environments. Alternatively, under adverse condi-
tions, each host needs to optimally adjust its param-
eters to variable channels conditions.
3. The proposed neural-network-based optimization

framework

From the observation above, it is shown that
QoS cannot be achieved by the approach of fixed
parameters in a varying heterogeneous wireless
environment. In this Section, we formalize this
problem as an optimization problem and present
our solution of an optimization framework based
on neural networks.
The cost-reward function
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Fig. 3. The cost-reward function vs. IWS of EC user varying with
its BER, BER(EC), in case that the throughput requirement of
IC and EC user is 300 Kbps and 400 Kbps, respectively.
3.1. Problem formalization

Consider K users with each one transmitting a
real-time traffic flow in IEEE 802.11 WLANs.
Assume that the QoS requirement of user i is QoS_-
reqi and that the network resource is sufficient to
support the requirements of the K users. QoS_reqi

here can be one of throughput, delay, jitter, packet
loss rate, or other QoS metrics of concern depend-
ing on the characteristics of the provided applica-
tions. We investigate the problem of achieving
802.11 QoS by adjusting the MAC-layer argument,
initial window size (IWS). The reason of using IWS
is that it is a key parameter affecting not only the
access priority but also the overall system perfor-
mance [9]. The optimal IWSs of the K users can
be chosen by minimizing a cost-reward function
such that the perceived QoS of the K users are close
to their requirements, QoS_reqi. The cost-reward
function, CQoS can be expressed as:

CQoS ¼
XK

i¼1

ðQoS peri � QoS reqiÞ
2
; ð1Þ

where QoS_peri is the perceived QoS of user i.
The best IWSs which conduct to the minimum

value of CQoS essentially depend on the QoS
requirements of users and also the characteristics
of communication environments such as the num-
ber of users, transmitting data rates, and experi-
enced channel conditions. In this paper we
consider a given number of users with fixed data
rates, and focus on the problem of achieving QoS
in heterogeneous channels. In this sense, we use a
following transmission scenario to evaluate the best
IWSs associated with different QoS requirements
and channel conditions. Assume that two IEEE
802.11b users transmit real-time traffic flows with
a fixed packet size of 1500 bytes using the data rate
of 1 Mbps. One user, named ideal-channel (IC) user,
is with a given QoS requirement in an ideal-channel
condition (i.e. BER = 0), while the other one,
named error-prone-channel (EC) user, is with varied
QoS requirements and experiences dynamic channel
qualities. We apply a default value of IWS to IC
user (32 adopted from the IEEE 802.11b standards
[1]), and adjust the value of IWS from 4 to 64 for
EC user. Accordingly we can calculate the value
of CQoS in Eq. (1) with respect to different value
of IWS and then derive the best one which provides
a minimum value of CQoS.

Fig. 3 presents the numerical results of the cost-
reward function vs. IWS of EC user varying with
its BER, BER(EC) while the throughput require-
ment for satisfying QoS is 300 Kbps to IC user and
400 Kbps to EC user, respectively. We can see from
the results that these curves are concave with a min-
imum value of cost-reward function and the corre-
sponding IWS. When EC user experiences worse
and worse channel conditions, i.e. BER(EC) gets
larger and larger, the best IWS which conducts to
a minimum cost-reward function becomes smaller.
The reason is that 802.11 users in adverse channel
conditions require better system parameters (e.g.
small IWS) so as to compensate their channel condi-
tions. When BER(EC) is 0, 2E�5, 4E�5, 6E�5 and
8E�5, the best IWS is 26, 14, 8, 5, and 4, respec-
tively. Based on the cost-reward function we can
evaluate the best IWSs corresponding to diverse
channel conditions and also varied situations of



Table 2
The optimal IWSs of EC user with respect to its channel
conditions and throughput requirements (in case that the
throughput requirement of IC user is 300 Kbps), with 20 pairs
of data for training (presented as a regular type) and 5 pairs of
data for testing (presented as an italic type)

Throughput
requirements (Kbps)

Channel conditions (BER)

0 2E�05 4E�05 6E�05 8E�05

100 47 25 12 7 5
200 38 21 11 6 4
300 32 17 9 5 4
400 26 14 8 5 4
500 22 12 6 4 4
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QoS requirements. Table 2 shows the numerical
results of EC user’s optimal IWSs with respect to
its channel conditions and throughput requirements
while IC user demands a fixed throughput of
300 Kbps for QoS. Table 3 presents the similar
results associated with delay while the delay con-
straint of IC user is fixed as 30 ms. It can be observed
from both Tables 2 and 3 that when the channel con-
dition is worse and worse, or the QoS requirement
gets higher and higher, the optimal IWS will become
smaller and smaller consequently. The reason is that
802.11 users which are either in adverse channel con-
ditions or with high QoS demands will require supe-
rior system parameters (e.g. small IWS) so as to
compensate the channel conditions or meet their
requirements accordingly. From these results shown
in Tables 2 and 3 we can determine the optimal IWS
for each user corresponding to its channel conditions
and QoS requirements. For example, when an
802.11 user experiences the BER of 2E�5 and is with
the throughput demand of 400 Kbps or the delay
bound of 30 ms to meet QoS requirements, the best
IWS for it will be 14 and 18, respectively. The ques-
tion now becomes how to determine the optimal
Table 3
The optimal IWSs of EC user with respect to its channel
conditions and delay constraints (in case that the delay constraint
of IC user is 30 ms), with 20 pairs of data for training (presented
as a regular type) and 5 pairs of data for testing (presented as an
italic type)

Delay constraint (ms) Channel conditions (BER)

0 2E�05 4E�05 6E�05 8E�05

50 64 38 19 11 8
40 54 26 13 8 6
30 32 18 10 7 5
20 25 16 9 6 4
10 22 14 8 6 4
IWSs with respect to other unknown channel condi-
tions and QoS requirements.

3.2. The proposed neural-network-based optimization

framework

Here we propose an optimization framework
which adjusts IWS optimally by using an artificial
neural network (ANN) to learn the nonlinear I-O
correlations among channel conditions, QoS
requirements and IWSs, and then to generalize that
to other cases of channel conditions and QoS
requirements. ANNs have been reported to be effec-
tive in modeling the complex relationship between
the input signal and the output signal, and have out-
standing generalization performance [14]. We adopt
the multilayer perceptron (MLP) [15], one of the
most popular ANN, to model the correlation func-
tion between the optimal IWS and the correspond-
ing channel conditions and QoS requirements. A
MLP is composed of an input layer, one or more
hidden layers, and an output layer. It learns the
nonlinear function by means of a ‘‘supervised’’
manner, i.e. pairs of input and output values are
provided in advance and imported into the network
for learning the relationship between the input and
output. The input signals are taken in the first layer
and ‘‘fed forward’’ through the network layer by
layer to the output. Thus a MLP can learn the cor-
relation function adaptively by iteratively adjusting
its weights and biases in a ‘‘back-propagated’’ direc-
tion so as to minimize the errors between the actual
outputs and the desired outputs. Such the nonlinear,
feed-forward, and back-propagated MLP consists
of massively parallel processor with the potential
to be fault tolerance [15].

The dashed rectangle of Fig. 4 shows the archi-
tecture of the exploited MLP for our framework.
It consists of one hidden layer and 2-6-1 sensory
units from the input layer to the output. The input
signals, i.e. the channel condition and QoS require-
ment (throughput requirement or delay constraint)
are taken in the input layer and propagate through
the network layer by layer to the output. The ith
neuron at the lth layer can be described as:

uiðlÞ ¼
XNl�1

j¼1

xijðlÞajðl� 1Þ þ hiðlÞ; ð2Þ

aiðlÞ ¼ hlðuiðlÞÞ1 6 i 6 N l; l ¼ 1; 2; ð3Þ

where Nl is the number of neurons at the lth layer;
ui(l) and ai(l) are correspondingly the activation
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Fig. 4. The exploited neural network architecture.
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and output values of the ith neuron at the lth layer.
The input units are represented by ai(0) and the out-
put units by ai Eq. (2). xij(l) refers to the weight
connecting the output of the jth neuron at the
(l � 1)th layer to the activation of the ith neuron
at the lth layer. hi(l) refers to the bias associated
with the ith neuron at the lth layer. hl(Æ) is the trans-
fer function between the activation and output of
the neuron.

The nonlinear function can be modeled with
MLP by recursively adjusting xij(l) and hi(l) to
minimize the mean squares error (MSE) between
the targets, tari (the optimal IWS in this case) and
actual outputs, ai Eq. (2). That is,

E ¼ 1

2

XM

m¼1

XN2

i¼1

tarðmÞi � aðmÞi ð2Þ
� �2

; ð4Þ

where M is the number of teacher patterns. The uni-
versal approximation theorem [14] shows that MLP
can approximate the nonlinear function to an arbi-
trary degree of the accuracy. The learning and gen-
eralizing processes of MLP in detail can be seen in
[15].

We implement the exploited MLP shown in
Fig. 4 by Matlab 6.0 Neural Network Toolbox
[16]. The selected training function is the Leven-
berg–Marquardt (LM) algorithm [17,18] which is a
standard technique for nonlinear least squares
problems. The used gradient-descent-momentum
(GDM) learning function [19] updates weight and
bias values according to gradient descents with
momentums. The transfer function hl(Æ) in hidden
layer (l = 1) and output layer (l = 2) is a hyperbolic
tangent sigmoid function, hl(x) = 2/(1 + exp(�2x))
� 1, and a linear transfer function, hl(x) = x, respec-
tively. We set the epoch (i.e. the number of times for
adjusting the weights and biases) as 100 with the
learning rate (the step size of adjusting the weights
and biases) of 0.02.

The teacher patterns associated with the QoS
requirements in terms of throughput demands and
delay constraints, respectively, are provided in
Tables 2 and 3. In each table, we have 25 pairs of
input vectors (indexed as channel conditions, QoS
requirements) and corresponding output IWSs, with
20 pairs of data for training and 5 pairs of data for
testing. The training data of Tables 2 and 3 are
imported into MLP to learn the nonlinear function,
respectively, while their MSEs vs. training epochs
are depicted in Figs. 5 and 6. It is shown that in
the end of training, the MSE with Tables 2 and 3
comes to 1.612E�4 and 3.276E�5, respectively.
By testing, the MSE is 4.756E�4 and 9.847E�6,
respectively. Both of the training and testing errors
are low sufficiently to provide an accurate learning
result.

With the trained and tested MLP, the I-O corre-
lations can be generalized for other input signals
(i.e. channel conditions and QoS requirements)
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Table 4
The generalized I-O mapping of (channel conditions, throughput requ

Throughput
requirements
(Kbps)

Channel conditions (BER) (·1E�5)

0 0.5 1 1.5 2 2.5 3

100 47.0 40.3 34.2 29.2 25.1 21.4 16.2
150 41.7 35.7 30.9 26.9 23.5 20.0 15.5
200 38.0 31.4 27.2 23.8 21.0 17.5 13.8
250 35.2 28.3 24.1 21.2 18.8 15.2 12.4
300 32.0 26.9 21.7 19.0 17.0 13.2 11.2
350 28.8 25.5 20.4 17.3 15.4 11.7 10.2
400 26.1 23.6 20.4 16.1 14.0 10.5 9.4
450 23.8 21.7 19.8 16.2 12.8 9.5 8.7
500 21.9 20.2 18.7 16.8 12.0 8.8 8.1
550 20.3 18.8 17.7 16.6 12.4 8.4 7.6
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and some results are shown in Tables 4 and 5. By
comparing Tables 2 and 4 as well as Tables 3 and
5 it can be observed that the MLP outputs and
the desired outputs are very close, and will be the
same while the values of MLP outputs are approx-
imated with the closest integer. In this sense, the I-
O correlations can be generalized to other cases of
interest and thus IWS of each user can be adjusted
optimally according to its situations with a look-
up mapping table.

The proposed ANN-based table-driven scheme
adjusts each 802.11 station’s IWS to provide QoS
fairness in a distributed sense and thus will be imple-
mented in the station site. When the off-line learning
process is accomplished, the generalized I-O map-
ping tables will be built in the stations. At runtime,
the transmitting station can estimate the channel
conditions based on the measurements about the
current SNR (Signal to Noise Ratio), or by way
of calculating the number of unacknowledged
MAC frame transmissions over a sample time peri-
odically [20]. Practically, the sample time of mea-
surements should be less than the channel
coherence time, i.e. the time period within which
the wireless channel characteristic can be regarded
unchanged, in order to perform an accurate and
timely channel probe. At a mobile speed of 1 m/s
(nearly the walking speed) in IEEE 802.11b
WLANs with the center frequency of 2.4 GHz, the
channel coherence time is about 120 ms [21]. Thus
the coherence time of 802.11 wireless channels is
generally on the order of multiple packet transmis-
sion times in practice [21]. This indicates that these
measurement-based approaches have the potential
to perform an accurate and timely probing of
802.11 channels. With the updated information of
irements) and optimal IWS

3.5 4 4.5 5 5.5 6 6.5 7 7.5 8

13.8 11.9 10.4 9.2 8.2 7.0 5.9 5.7 5.3 5.0
13.3 11.3 9.6 8.4 7.3 5.6 4.4 4.3 4.7 4.7
12.2 10.9 9.9 9.0 7.7 6.0 5.1 4.3 3.7 4.0
11.0 10.0 9.1 8.2 6.5 5.5 5.0 4.8 4.5 4.4
10.1 9.2 8.4 7.1 5.6 5.1 4.8 4.5 4.4 4.2
9.3 8.5 7.6 6.0 5.2 4.8 4.6 4.4 4.2 4.1
8.6 7.9 6.5 5.3 4.8 4.6 4.4 4.2 4.1 4.0
8.0 7.1 5.5 4.9 4.6 4.4 4.2 4.1 4.0 3.9
7.4 6.0 5.0 4.6 4.4 4.3 4.1 4.0 3.9 3.9
6.6 5.2 4.7 4.4 4.3 4.1 4.0 3.9 3.9 3.8



Table 5
The generalized I-O mapping of (channel conditions, delay constraints) and optimal IWS

Delay constraint (ms) Channel conditions (BER) (·1E�5)

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6 6.5 7 7.5 8

50 64.0 59.5 53.5 45.7 38.0 31.7 26.6 22.5 19.1 16.3 14.0 12.2 10.9 9.8 9.1 8.5 8.1
45 56.1 49.9 42.7 34.6 26.9 21.3 17.5 14.8 12.7 11.2 10.1 9.2 8.5 8.1 7.7 7.4 7.2
40 54.0 47.6 40.8 33.2 26.0 20.8 17.3 14.8 12.9 11.3 10.1 9.0 8.1 7.4 6.8 6.3 5.9
35 45.3 41.8 37.5 32.0 26.4 22.3 19.6 17.7 16.0 14.5 13.1 11.7 10.4 9.1 7.8 6.5 5.3
30 32.0 30.0 27.1 22.8 18.0 14.5 12.4 11.0 10.0 9.1 8.3 7.7 7.1 6.5 6.0 5.5 5.0
25 27.6 26.5 24.4 20.8 16.4 13.0 11.0 9.6 8.6 7.7 6.9 6.2 5.6 5.1 4.6 4.2 3.9
20 25.0 24.4 23.0 19.9 16.0 12.9 11.1 9.9 9.0 8.2 7.4 6.7 6.0 5.4 4.8 4.4 4.0
15 23.1 22.6 21.4 18.7 14.9 12.0 10.4 9.5 8.9 8.2 7.6 7.0 6.3 5.7 5.2 4.7 4.2
10 22.0 21.5 20.3 17.7 14.0 11.0 9.4 8.6 8.0 7.5 7.0 6.5 6.0 5.4 4.9 4.4 4.0
5 21.6 21.2 20.0 17.5 13.8 10.6 8.9 8.0 7.4 6.9 6.4 5.9 5.3 4.8 4.2 3.7 3.2
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current channel conditions and QoS requirements,
the station can rapidly adjust its IWS optimally
using the look-up mapping tables without much
time spent on learning about the nonlinear and
complicated correlation.
4. The performance evaluation and results

In this Section we conduct simulations to demon-
strate the effectiveness of the proposed scheme
based on a video transmission scenario. The used
IEEE 802.11b simulation model is the same as that
described in Section 2. We provide two representa-
tive scenarios of dynamics in WLANs that users
experience heterogeneous channel conditions and
that users are with different QoS requirements. In
both scenarios we assume a fixed number of pairs
of sender and receiver stations to guarantee suffi-
cient bandwidth for overall QoS requirements. All
the sender hosts transmit a variable bit rate video
streaming consisted of a uniformly spaced sequence
of 1500-byte packets to the corresponding receiver
hosts with the data rate of 2 Mbps. The packet spac-
ing is 1/30th per second, to emulate the video frame
rate of 30 frames/s [22]. The sender hosts consist of
the hosts in ideal channels (IC) and those in error-
prone-channels (EC) with a BER level, BER(EC).
The number of pairs of packet transmissions is fixed
as 4 while the number of EC sender hosts, n, is the
evaluation parameter. In each simulation scenario,
we provide performance analyses while QoS is
indexed as throughput demands or delay bounds,
respectively. With the proposed scheme, the IWS
of each user is determined according to its QoS
requirement and channel condition with Tables 4
and 5, and the chosen values will be rounded to
the closest integer. We compare the proposed
scheme with IEEE 802.11 DCF which adopts a fixed
IWS of 32 in the standards [1].
4.1. Users are with identical QoS requirements in

diverse channel conditions

In the first scenario, users are with an identical
throughput demand or delay bound to meet their
QoS requirements while they are under diverse
channel conditions. Through such the transmission
scenario we can clearly show the effectiveness of
our approach providing QoS for all users by opti-
mizing their initial window sizes. Fig. 7 shows the
simulation results of throughputs with respect to
IC and EC user while their requirements are the
same as 350 Kbps and BER(EC) is equal to
1E�5; Fig. 8 shows the results of delay when the
delay bound for QoS is 35 ms and BER(EC)

becomes worse as 2E�5. Note that the result of
EC and IC user is not available in cases of n = 0(n
is the number of EC users; only IC users are pres-
ent) and n = 4 (only EC users are present), respec-
tively. It is shown in Figs. 7 and 8 that with DCF,
when all sending hosts are in perfect channels
(n = 0), the throughput is 429 Kbps and the delay
is 27.95 ms. Hence QoS for video streaming is
assured in receiver hosts. While the BERs of some
EC sender hosts deteriorate as 1E�5 (n is 1 and
2), the throughput of these hosts drops below
350 Kbps and can no more meet the requirement
for QoS. Similarly, it is shown in Fig. 8 that when
EC hosts experience worse BERs of 2E�5, their
delay becomes larger than 35 ms in most cases (n
is 1, 2, and 3) and cannot satisfy QoS, neither.
The QoS degradation of EC hosts is posed by unfair
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channel sharing due to using fixed parameters under
heterogeneous channel conditions.

With the proposed scheme, the value of IWS is
adjusted according to the channel conditions and
QoS requirements with Tables 4 and 5. Conse-
quently the IWS of EC and IC sender host is differ-
entiated as 20 and 29, respectively, when the
throughput demand is 350 Kbps, and differentiated
as 26 and 45, respectively, when the delay bound
is 35 ms. It is shown that with the proposed scheme,
the performances of throughput and delay of EC
users are significantly improved. The average
throughput of EC hosts is increased approximately
by 10.5% while the delay is reduced by 15.8% such
that the prescribed QoS can be satisfied for each
IC and EC user in all cases of n. It is shown in
Fig. 7 that the throughput performance of EC user
is somewhat superior to that of IC user. The reason
is that IWSs in practice can only be adjusted with
integers and the chosen value will be rounded to
the closest integer in Tables 4 and 5 by approxima-
tion. Nevertheless, our approach still can effectively
minimize the performance variation among users
due to diverse channels and the results are presented
in Table 6. It is shown that with the proposed
scheme, the normalized standard deviation of



Table 6
In the first scenario, the normalized standard deviation (normalized with the mean) of throughput and delay with 802.11 DCF and the
proposed scheme, respectively

The number of EC users: n 0 1 2 3 4

802.11 DCF Normalized standard deviation of throughput (%) 0 13.4 16.6 15.6 0
Normalized standard deviation of delay (%) 0 34.1 32.7 24.2 0

The proposed scheme Normalized standard deviation of throughput (%) 0 4.0 4.4 3.6 0
Normalized standard deviation of delay (%) 0 2.3 2.8 2.5 0
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throughput is reduced from 9.1% to 2.4% and that
of delay is reduced from 18.2% to 1.5% in average.
These results demonstrate that the proposed
approach can effectively adjust the initial window
size to provide fair multimedia QoS for users in
varying heterogeneous channels.
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the simulation results of throughputs corresponding
to the requirement of IC and EC user being
250 Kbps and 350 Kbps, respectively, in case of
BER(EC) equal to 1.5E�5. With 802.11 DCF,
the average throughput of EC user in most cases
(n is 1, 2, and 3) drops below 350 Kbps and cannot
meet the QoS requirement. In the meanwhile, the
throughput of IC user much exceeds its demand
(250 Kbps). It is shown that a user (EC user) with
higher QoS requirements however in adverse chan-
nel conditions can suffer from poorer performance
than that (IC user) demanding lower QoS in better
channels. With the proposed scheme, the IWS of
IC and EC user is adjusted as 35 and 17, respectively
according to Table 4. Consequently the throughput
performance of EC user is greatly improved such
that QoS for each IC and EC user can therefore
be satisfied in all cases of n. Fig. 10 presents the sim-
ulation result of delays corresponding to the bound
of IC and EC user being 50 ms and 35 ms, respec-
tively in case of BER(EC) equal to 1.5E�5. The
result is similar to what is shown in Fig. 9, that with
802.11 DCF, IC user has better channel usage
beyond the requirement (its packet delay is further
lower than the bound of 50 ms) whereas EC user
cannot meet the requirement (35 ms). With the pro-
posed scheme which differentiates the IWS of IC
and EC user as 64 and 32, respectively, according
to Table 5, both IC and EC user can satisfy their
own QoS requirement. It is demonstrated with these
simulation results that the proposed approach can
effectively tackle the skewed channel sharing prob-
lem to provide multimedia QoS in varying heteroge-
neous WLANs environments.

5. Conclusion

We propose in this paper a dynamic IWS (initial
window size) scheme for providing multimedia QoS
in IEEE 802.11 WLAN environments with hetero-
geneous channel conditions. In the off-line stage,
the table of the best IWSs with respect to channel
conditions and QoS requirements is pre-established
based on a cost-reward function. Neural networks
are utilized to learn the nonlinear mapping function
and to generalize that to other cases of interest. At
runtime, the QoS of each user can thus be achieved
by adjusting its IWS optimally with a simple table
lookup rapidly without much time spent on learning
about the nonlinear and complicated function. The
simulation results of video streaming transmissions
demonstrate that the proposed mechanism can
effectively provide QoS on each user if the capacity
of the network is sufficient for the requirements of
all users.

In this paper we focus on a simplified QoS sce-
nario that the requirements of all users are expressed
with a given performance metric (such as throughput
or delay, respectively), and are only differentiated
according to IC and EC users. In the future, we will
extend our ANN-based optimization approach for a
more general scenario in which users are under var-
ious channel conditions with differentiated QoS
requirements arbitrarily.
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