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#### Abstract

Given a digital planar curve of $N$ ordered points, the dynamic programming algorithm is applied to find $M$ dominant points, among the $N$ points, which construct a globally optimal approximation to the given curve provided that a circular arc is properly designed between each pair of adjacent dominant points. This curve-fitting method is generalized to approximate closed curves. A fast algorithm for efficient computation is also introduced. The performance is shown by some experimental results.
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## 1. INTRODUCTION

Polygonal approximation is a very important topic in the area of digital image processing. Many approaches have been proposed. An attractive approach among these is to formulate the approximation as an optimization problem. ${ }^{(1-3)}$ The algorithms, ${ }^{(1,2)}$ proposed by Ray recursively maximize the objective function to find the $j$ th vertex subject to the constraint that the $(j-1)$ th vertex is fixed. Perez ${ }^{(3)}$ applied the dynamic programming algorithm to minimize the error function. The polygonal approximation constructed by this algorithm is a globally optimal approximation.
Unfortunately, not all of the digital curves are suitable for applying the polygonal approximation. Smooth curves are usually hard to be approximated by using polygons. To improve the performance of approximation, high-order curves should be used. Splines are the most commonly used. ${ }^{(4,5)}$ However, the computational complexity is largely increased using splines. In this paper we use circular arcs to approximate digital curves. Smooth curves can be efficiently fitted and the property of low computational complexity is preserved. Only a few circular arcs are required to approximate a smooth curve. For a poly-gon-like curve, a set of circular arcs with small curvatures are automatically chosen by algorithm to fit the curve.

The dynamic programming algorithm is applied to find the optimal set of vertices. A simple approach is presented to estimate the parameters of the circular arcs, which are used to fit the given curve between each pair of adjacent vertices. The curve-fitting method is generalized to approximate closed curves. Finally, a fast algorithm is introduced to reduce the computational complexity. Several experimental results are also presented.

## 2. PROBLEM FORMULATION

The problem can be stated as follows: Given a digital curve of $N$ ordered points, find $M$ vertex points among those given and design a circular arc between each pair of adjacent vertices so that the resulting curve most closely fits the given digital curve. The set of $N$ given points is denoted by:

$$
\begin{aligned}
S & =\left\{s_{1}, s_{2}, \ldots, s_{N}\right\}, \\
& =\left\{\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right), \ldots,\left(x_{N}, y_{N}\right)\right\} .
\end{aligned}
$$

The set of $M$ vertices to be found is denoted by:

$$
V=\left\{v_{1}, v_{2}, \ldots, v_{M}\right\} .
$$

The set of $M-1$ circular arcs to be designed is denoted by:

$$
A=\left\{\operatorname{arc}\left(v_{1}, v_{2}\right), \operatorname{arc}\left(v_{2}, v_{3}\right), \ldots, \operatorname{arc}\left(v_{M-1}, v_{M}\right)\right\} .
$$

where $\operatorname{arc}\left(v_{k}, v_{k+1}\right)$ is the circular arc designed to fit the given points between $v_{k}$ and $v_{k+1}$.

The approximation error of the $k$ th $\operatorname{arc} \operatorname{arc}\left(v_{k}, v_{k+1}\right)$ is defined by:

$$
\begin{equation*}
e\left(v_{k}, v_{k+1}\right)=\sum_{s_{i}=v_{k}}^{v_{k+1}} d\left[s_{i}, \operatorname{arc}\left(v_{k}, v_{k+1}\right)\right], \tag{1}
\end{equation*}
$$

where $d\left[s_{i}, \operatorname{arc}\left(v_{k}, v_{k+1}\right)\right]$ is the error measure between the point $s_{i}$ and the $k$ th $\operatorname{arc} \operatorname{arc}\left(v_{k}, v_{k+1}\right)$.

The problem can now be formulated as follows: Given an ordered point set $S$ of length $N$, find $M$ vertices $V$ among $S$, where $v_{1}=s_{1}$ and $v_{M}=s_{N}$, and properly design a circular arc between each pair of adjacent vertices, such that the approximation error is minimized. That is, we seek to find the minimum error:

$$
\begin{align*}
E(N, M) & =\min _{V \subset S, A} \sum_{k=1}^{M-1} e\left(v_{k}, v_{k+1}\right), \\
& =\min _{V \subset S, A} \sum_{k=1}^{M-1} \sum_{s_{i}=v_{k}}^{v_{k+1}} d\left[s_{i}, \operatorname{arc}\left(v_{k}, v_{k+1}\right)\right], \tag{2}
\end{align*}
$$

where the error measure $d$ is defined by:

$$
\begin{equation*}
d\left[s_{i}, \operatorname{arc}\left(v_{k}, v_{k+1}\right)\right]=\left\{R_{k}^{2}-\left[\left(x_{i}-x_{c}^{k}\right)^{2}+\left(y_{i}-y_{c}^{k}\right)^{2}\right]\right\}^{2} . \tag{3}
\end{equation*}
$$

The reason to choose this unusual error measure, which is neither integral absolute error nor integral square error and its effect on the problem will be discussed later.

## 3. DYNAMIC PROGRAMMING

The problem can be solved using dynamic programming, which is based on the recursive function:

$$
E(n, m)=\min _{2 m-3 \leq j \leq n-2}\left[E(j, m-1)+e\left(s_{j}, s_{n}\right)\right],
$$

where $E(n, m)$ denotes the minimum approximation error of fitting $\left\{s_{1}, s_{2}, \ldots, s_{n}\right\}$ using $m$ vertices, $E(j, m-1)$ denotes the minimum approximation error of fitting $\left\{s_{1}, s_{2}, \ldots, s_{j}\right\}$ using $m-1$ vertices and $e\left(s_{j}, s_{n}\right)$ denotes the minimum approximation error of fitting $\left\{s_{j}, s_{j+1}, \ldots, s_{n}\right\}$ using a single arc, which ends at $s_{j}$ and $s_{n}$.

The philosophy of dynamic programming is to derive $E(\cdot, m)$ from $E(\cdot, m-1)$ recursively. $E(n, m)$ is found by adjusting $j$, such that the sum of $E(j, m-1)$ and $e\left(s_{j}, s_{n}\right)$ reaches its minimum value. That is, the fitting of the first $n$ points using $m$ vertices is partitioned into the fitting of the first $j$ points using $m-1$ vertices and the fitting of the remaining points by a single arc, which ends at the $j$ th and $n$th points.
A circular arc can be designed to pass through three consecutive points; therefore, $2 m-3$ points can be fitted without error by choosing the 1st, 3rd,... and ( $2 m-3$ )th point ( $m-1$ points in total) as vertices. That is, $E(2 m-3, m-1)$ is equal to zero and $2 m-3$ is the lower bound of $j$. Further reduction of $j$ will not reduce $E(j, m-1)$; on the contrary, it will increase $e\left(s_{j}, s_{n}\right)$. Similarly, $n-2$ is the upper bound of $j$, because the ( $n-2$ )th, $(n-1)$ th and $n$th point can be fitted without error by the additional arc.

To ensure that the first point will be chosen as the vertex, the value of $E(1,1)$ is set at zero and the values of all the $E(n, 1)$ with $n \neq 1$ are set at infinity. Thereafter, the algorithm can be started from the initial state $E(\cdot, 1)$.

The dynamic programming algorithm is summarized as follows:

## Algorithm 1.

$E(1,1)=0$.
For $n=2-N$,

$$
E(n, 1)=+\infty .
$$

Endfor.
For $m=2-M$,

$$
\begin{aligned}
& \text { For } n=2 m-1-N, \\
& \quad E(n, m)=\min _{2 m-3 \leq j \leq n-2}\left[E(j, m-1)+e\left(s_{j}, s_{n}\right)\right] .
\end{aligned}
$$

Endfor.
Endfor.
Return $E(N, M)$.

The computation of $e\left(s_{j}, s_{n}\right)$ will be discussed in the next section.

## 4. ESTIMATION OF ARC PARAMETERS

To compute the approximation error $e\left(s_{j}, s_{n}\right)$, the circular $\operatorname{arc} \operatorname{arc}\left(s_{j}, s_{n}\right)$ should be designed in advance. The optimum values of the arc parameters depend on the definition of the error measure. The most commonly used error measures are integral absolute error, integral square error, and so on. However, the optimal values corresponding to these error measures are hard to be solved efficiently.
U.M. Landau has suggested an iterative algorithm for solving a similar problem. ${ }^{(6)}$ Since the algorithm is based on an iterative mechanism, its computational complexity is high. An efficient algorithm for solving Landau's problem is proposed by S.M. Thomas. ${ }^{(7)}$ The exact solution is found by carefully redefining the error function. He chose "area" instead of "length" as the quantity of the error measure. Due to the redefinition of error measure, an estimation bias results. This bias is small and approaches zero as the number of points approaches infinity.

In order to design the arcs efficiently, we use the modified error function defined by Thomas, which is given by equation (3). Therefore, the parameters, which are the center $\left(x_{c}, y_{c}\right)$ and the radius $R$, of the $\operatorname{arc}\left(s_{j}, s_{n}\right)$ can be solved by minimizing the error function:

$$
\begin{equation*}
J=\sum_{i=j}^{n}\left\{R^{2}-\left[\left(x_{i}-x_{c}\right)^{2}+\left(y_{i}-y_{c}\right)^{2}\right]\right\}^{2} . \tag{4}
\end{equation*}
$$

In our problem, the arc should pass through the points $s_{j}$ and $s_{n}$. Therefore, the arc center must lie on the line:

$$
y=a x+b
$$

where

$$
\begin{aligned}
& a=-\frac{x_{n}-x_{j}}{y_{n}-y_{j}}, \\
& b=\frac{y_{j}+y_{n}}{2}-a \frac{x_{j}+x_{n}}{2} .
\end{aligned}
$$

That is, $y_{c}$ can be expressed in terms of $x_{c}$ by:

$$
\begin{equation*}
y_{c}=a x_{c}+b . \tag{5}
\end{equation*}
$$

The arc radius $R$ can be expressed in terms of the arc center ( $x_{c}, y_{c}$ ) by:

$$
\begin{equation*}
R^{2}=\left(x_{j}-x_{c}\right)^{2}+\left(y_{j}-y_{c}\right)^{2} . \tag{6}
\end{equation*}
$$

Substituting equations (5) and (6) into (4), it becomes:

$$
\begin{aligned}
J=\sum_{i=j}^{n} & \left\{\left[\left(x_{j}-x_{c}\right)^{2}+\left(y_{j}-\left(a x_{c}+b\right)\right)^{2}\right]\right. \\
& \left.-\left[\left(x_{i}-x_{c}\right)^{2}+\left(y_{i}-\left(a x_{c}+b\right)\right)^{2}\right]\right\}^{2} .
\end{aligned}
$$

Differentiating with respect to $x_{c}$ and setting to zero yields:

$$
\begin{equation*}
x_{c}=-\frac{\sum_{i=j}^{n} K_{1} K_{2}}{\sum_{i=j}^{n} K_{1} K_{3}}, \tag{7}
\end{equation*}
$$

where

$$
\begin{aligned}
& K_{1}=-x_{j}-a y_{j}+x_{i}+a y_{i}, \\
& K_{2}=x_{j}^{2}+\left(y_{j}-b\right)^{2}-x_{i}^{2}-\left(y_{i}-b\right)^{2}, \\
& K_{3}=-2 x_{j}-2 a\left(y_{j}-b\right)+2 x_{i}+2 a\left(y_{i}-b\right) .
\end{aligned}
$$

Then, $y_{c}$ and $R$ are solved by substituting $x_{c}$ back into equations (5) and (6). The approximation error is calculated by substituting all these parameters back into equation (4).

## Remarks

- If $y_{j}=y_{n}$, equation (5) will not be valid. In such cases, the equation $x_{c}=\left(x_{j}+x_{n}\right) / 2$ is used. Then the arc parameters can be solved by similar derivations.
- If the denominator of equation (7) is equal to or approximately equal to zero, a straight line segment is used to approximate the given points.
- The incremental computation method introduced in reference (3) can also be applied here to reduce the computational complexity.
- If we want to minimize integral square error, in other words, the error measure:

$$
\begin{equation*}
d\left[s_{i}, \operatorname{arc}\left(v_{k}, v_{k+1}\right)\right]=\left[R_{k}-\sqrt{\left(x_{i}-x_{c}^{k}\right)^{2}+\left(y_{i}-y_{c}^{k}\right)^{2}}\right]^{2} \tag{8}
\end{equation*}
$$

is chosen instead of that given by equation (3), then equations (5), (6) and (7) provide good estimations of the optimal arc parameters. The estimation bias is small and approaches zero as the number of points approaches infinity. The approximation error can be calculated by substituting these parameters into the integral square error function:

$$
\begin{equation*}
e\left(s_{j}, s_{n}\right)=\sum_{i=j}^{n}\left[R-\sqrt{\left(x_{i}-x_{c}\right)^{2}+\left(y_{i}-y_{c}\right)^{2}}\right]^{2} . \tag{9}
\end{equation*}
$$

That is, our algorithm can be applied to construct suboptimal approximation of the given curve in least integral square error sense.

## 5. FITTING CLOSED CURVES

If the given digital curve is a closed curve, a straightforward method to find the globally optimal approximation is to try with all the $N$ possible initial points and choose the minimum error outcome. In doing so, many of the approximation errors $e\left(s_{j}, s_{n}\right)$ are repeatedly used. The computational complexity can be largely reduced by carefully designing the algorithm.

Before proposing our algorithm, let us survey a similar work by Maes. ${ }^{(8)}$ In 1974, Wagner and Fischer proposed an algorithm for solving the string-to-string correction problem. ${ }^{(9)}$ An edit graph was constructed by using the edit operations. Then, the dynamic programming was applied to compute the edit distance. A generalized algorithm was proposed by Maes to handle cyclic strings.

Let us now apply the concept proposed by Maes to generalize our algorithm. The approximation errors used in Algorithm 1 for fitting curves with fixed initial
point are:
$e\left(s_{j}, s_{n}\right), \quad$ where $1 \leq j \leq n \leq N$.
To fit closed curves, the required approximation errors are:

$$
e\left(s_{j}, s_{n}\right), \quad \text { where } 1 \leq j, n \leq N .
$$

Notice that, the closed curve is treated as a cyclic string; that is:

$$
\begin{aligned}
S & =\left\{s_{1}, s_{2}, \ldots, s_{N}\right\}, \\
& =\left\{s_{k}, s_{k+1}, \ldots, s_{N}, s_{1}, \ldots, s_{k-1}\right\}, \quad \forall k \in\{1,2, \ldots, N\} .
\end{aligned}
$$

To compute the approximation error $e\left(s_{j}, s_{n}\right\}$ with $j \geq n$, the error of the string $\left\{s_{j}, s_{j+1}, \ldots, s_{N}, s_{1}, \ldots, s_{n}\right\}$ with respect to the $\operatorname{arc} \operatorname{arc}\left(s_{j}, s_{n}\right\}$ is taken into consideration. The approximation errors $e\left(s_{j}, s_{n}\right\}$ with $n-j=0$, 1 and 2 are setted to zero without any effect on the result.
Since these approximation errors are repeatedly used, they are computed and saved in advance. Each time when an approximation error is required, it is picked out from the memory instead of computed once more.
In the $k$ th loop of our algorithm, the $k$ th point of the given digital curve is chosen as the initial point. The temporary digital curve to be fitted is:

$$
S_{k}=\left\{s_{k}, s_{k+1}, \ldots, s_{N}, s_{1}, \ldots, s_{k-1}, s_{k}\right\}
$$

The length of the temporary curve is $N+1$, because the curve to be designed must start from and terminate at the same point. The number of vertices to be used is $M+1$. The last point of the temporary curve is a virtual point and will be chosen as the last vertex. This vertex will be merged with the first vertex, resulting in a closed curve of $M$ vertices in total.
The algorithm for fitting closed curves is now summarized as follows:

## Algorithm 2.

Compute the approximation error array $\xi$ of size $N \times N$, where:

$$
\xi(i, j)=e\left(s_{i}, s_{j}\right), \quad 1 \leq i, j \leq N
$$

Construct the appended array:

$$
\xi_{a}=\left[\begin{array}{ll}
\xi & \xi \\
\xi & \xi
\end{array}\right] .
$$

$\tilde{N}=N+1$.
$\tilde{M}=M+1$.
For $k=1-N$.
Construct the temporary approximation error array $\tilde{\xi}$, where:

$$
\tilde{\xi}(i, j)=\xi_{a}(i+k-1, j+k-1), \quad 1 \leq i, j \leq \tilde{N} .
$$

Call Algorithm 1.
$E_{a}(k)=E(\tilde{N}, \tilde{M})$.
Endfor.
$E_{m}=\min _{k \in\{1,2, \ldots, N\}} E_{a}(k)$.
Return $E_{m}$.

## .6. EXPERIMENTAL RESULTS

In order to verify the performance of the present algorithm, we have applied our algorithm to the four digital curves used in reference (10), namely, a chro-mosome-shaped curve [Fig. 1(a)], a leaf-shaped curve [Fig. 2(a)], a figure-eight curve [Fig. 3(a)] and a curve with four semicircles [Fig. 4(a)]. The vertices chosen by the dynamic programming algorithm are marked by small circles and the solid lines are the constructed curves. As shown in the figures, our algorithm constructs good approximations of smooth curves as well as polygon-like curves.

In order to compare with the Teh-Chin algorithm, ${ }^{(10)}$ the integral square error given by equation


Fig. 1(a). Optimal approximation of a chromosome-shaped curve using circular arcs ( $N=60, M=10$ ).


Fig. 1(b). Polygonal approximation of a chromosomeshaped curve using the Teh-Chin algorithm $(N=60$,

$$
M=15)
$$



Fig. 2(a). Optimal approximation of a leaf-shaped curve using circular arcs ( $N=120, M=18$ ).


Fig. 2(b). Polygonal approximation of a leaf-shaped curve using the Teh-Chin algorithm ( $N=120, M=29$ ).
(8) is chosen as the error measure in our experiments. As discussed in the last remark of Section 4, suboptimal approximations of the given curves are constructed by our algorithm. From another point of view, the resultant curves are optimal approximations of the given curves subject to the constraint that the parameters of all circular arcs are estimated using equations (5), (6) and (7). Of course, these equations provide good estimations of the optimal values.
The Teh-Chin algorithm ${ }^{(10)}$ is a famous algorithm for constructing polygonal approximations of digital curves. Teh and Chin are the first to propose the concept that the region of support of each point should be determined independently. Their algorithm provides excellent polygonal approximations of digital


Fig. 3(a). Optimal approximation of a figure-eight curve using circular $\operatorname{arcs}(N=45, M=8)$.


Fig. 3(b). Polygonal approximation of a figure-eight curve using the Teh-Chin algorithm ( $N=45, M=13$ ).


Fig. 4(a). Optimal approximation of a curve with four semicircles using circular $\operatorname{arcs}(N=102, M=4)$.


Fig. 4(b). Polygonal approximation of a curve with four semicircles using the Teh-Chin algorithm $(N=102, M=22)$.

Table 1. Results of the present method and the Teh-Chin algorithm

| Digital curve | Fig. 1 | Fig. 2 | Fig. 3 | Fig. 4 |
| :--- | :---: | :---: | :---: | :---: |
| Number of points | 60 | 120 | 45 | 102 |
| Results of the present method | 10 | 18 | 8 | 4 |
| Number of dominant points <br> Integral square error | 2.99 | 8.25 | 2.51 | 6.94 |
| Results of the Teh-Chin aigorithm <br> Number of dominant points <br> Integral square error | 15 | 29 | 13 | 22 |

curves based on this concept. Teh and Chin state their procedure as follows:
"The procedure first determines the region of support for each point based on its local properties, then computes measures of relative significance (e.g. curvature) of each point and finally detects dominant points by a process of nonmaxima suppression."(10)

Some experimental results of the Teh-Chin algorithm are shown in Figs 1(b), 2(b), 3(b) and 4(b). The vertices detected by the Teh-Chin algorithm are marked by small circles and the solid lines are the polygonal approximations. In these experiments, the $k$-cosine measure is selected as the measure of significance.

Some features of our algorithm and the Teh-Chin algorithm are tabulated in Table 1, including the number of dominant points and the integral square error. As shown in Table 1, our algorithm outperforms the Teh-Chin algorithm in the sense of approximation errors. Our algorithm results in smaller errors and requires fewer vertices than the Teh-Chin algorithm. The computational complexity of our algorithm is higher than that of the Teh-Chin algorithm. However, it is still in the acceptable range.

## 7. DISCUSSION

The number of vertices to be used can be given arbitrarily or selected by the algorithm automatically. For example, we can constrain the approximation error to be within some threshold per point. The dynamic programming algorithm is terminated at the value of $M$ which first meets the constraint. In this way, the constructed curve will have a minimum number of vertices and acceptable level of approximation error.
If the digital curve is corrupted with noise, a preprocess will be required to smooth out the noise. The method proposed by Ansari and Huang ${ }^{(1)}$ can be applied. In their algorithm, a smoothing procedure is proposed to reduce the noise effect based on the Gaussian filter.

## 8. CONCLUSIONS

In this paper the dynamic programming algorithm is applied to choose an optimal set of vertices. A simple approach is proposed to design circular arcs between each pair of adjacent vertices with low computational complexity. The curve-fitting method is generalized to approximate closed curves and fast algorithm is also provided. Our algorithm has been tested on a number of digital curves and satisfactory results have been obtained.
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