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Abstract-In this paper, a novel wavelet-based scalable video
codec is proposed and implemented. Due to the superb cod-
ing efficiency and also the scalability that MPEG-4 visual
texture coding (VTC} possessed, it is adopted as the intra-
coding kernel. In addition, combined with the simplest and
most effective way for dealing with temporal redundancy,
moftion.estimation/compensation techniques, inter-ceding can
be integrated into our codec easily and efficiently.

In our design, multiple scalabilities including spatial scalabil-
ity, temporal scalability, rate scalability, SNR scalability, and
their combinations are achieved, and they can be adjusted
dynamically at-the time of operation. Moreover, in order to
.make the video codec able to synchronize with user’s resotu-
tion changing request as fast as possible, a modified hierar-
chical motion estimation scheme is also presented. The resul-
tant coding efficiency of the proposed codec is comparable to
that of the non-scalable MPEG-1 and outperforms most of
the existed wavelet-based scalable codecs, such as SAMCoW
and Taubman and Zakhor’s approach.

1. INTRODUCTION

- In the Jast decade, the popularization of Internet, the extensive use of
mulimedia, the development of wireless and video communication
accelerate the transmiission and the use of digital video data However,
due to the huge volumes of video and the limitation of available network
bandwidth, it would be impractical to directly store or deliver video data
without compression. Therefore, data compression has become an mevi~
fable part of video communication. Practically, a user may request a
video sequence with his specific quality, according to his display device,
network environments, computational power, and preference. it is hard
and inefficient for a video server 1o transcode the content to serve various
incoming requests, simultaneously. The most intuitive way to overcome
this difficulty is to store various versions of one video sequence at the
server side. Nonetheless, this straightforward approach requires huge
resources in terms of disk space and management overhead, which
makes it especially infeasible to real-time applications. Another approach
is to exploit the scalabilities of video codec, which provides a set of ad-

Justable parameters to decide the properties and qualities of decoded’

video at the time of decoding, Through this means, the server only needs
to compress a video sequence in detail once, and the generated bitstream
can fit in with various client requirements.

Generally speaking, scalable coding techniques can be classified into
three categories, including MC-DCT based, 3D-Wavelet based, and
MC-Wavelet based ones. Most of the well-known and widely used
video coding standards are MC-DCT based However, when spatial
scalability is also taken into account, MC-DCT coders are less efficient
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then wavelet-hased coders [1]. This may due to the low-resolution DCT
coefficients obtained by the downsampling process are not exactly the
low frequency part of the original signal. That is to say, the low-pass and
high-pass filters used by most of the well-known MPEG series are not
critical samipled filtering pairs [2]. (Here, the low-pass filter refers to the
downsampling process, and the high-pass filter is the zero-motion com-
pensaied of the upsampled low band reconstruction.)

Three-dimensional (3D)-Wavelet video ¢ oder is another approach to
realize scalable codecs. The idea of 3D wavelet-based video coding
comes from the extension of 2D zerotree coding schemes. The wavelet
transform s applied ot only to the spatial domain but also the temporal
domain, Many 2D zerotree coding schemes have been extended to de-
sign 3D wawvelet-based video codecs, including 3D-IEZW[3], 3D-
SPIHT[4), and so on. However, al! the 3D wavelet video codecs suffer
from the defect that the temporal redundancy of the video sequence
cannot be exploited efficiently and the poor temporal low-resolution
representation, which does not fit the human perception. Also, perform-
ing 3D wavelet decomposition TeQuires multiple video frames to be
processed at the same time; therefore, more memory is needed for both”
the encoder and the decoder, which results in a lenger processing delay.
Due to these defects, 3D-Wavelet is not suitable for video coding and is
not addressed in this work.

Since spatial scalability is a must of the fully scalable codecs, the third
category, MC-Wavelet, seems to be a good approach, which takes wave-
let transform in spatial domain, and motion estimation/compensation
techniques to deal with temporal comrelations between successive frames.
In this paper, we present a MPEG-4 visual texture coding (VTC) based
scalable video coder belonging to the MC-Wavelet category. In our
design, the hierarchical motion estimation for wavelet subbands is de-
vised, and some modifications and strategic decisions of VTC are made
to fit the requirement of the full scalabality.

This paper is organized as follows. In Section 11, a brief deseription of
MPEG+4 visual texture coding [5] which is adopted as our spatial do-
main coding scheme is given, and then the hierarchical motion estima-
tion scheme used to remove the temporal redundancy is presented. The
detail of multiresolution encoding and dscoding of the proposed scalable
video coder is described in Section [11. Section [V provides the modified
hierarchical motion estimation scheme thas helps the scalable codec to
synchronize with user’s resolution raising request as fast as possible
while decoding The experimental results of the proposed system are
given in section V. Finally, we conclude our paper in Section V1.

1. THE PROPOSED SCALABLE VIDEQ CODEC

Video data is usually highly correlated both in spatial and tem-
poral domains. In order to achieve good coding efficiency, it is
necessary to remove redundant information existed within the
videa data. In the proposed video codec, we utilized MPEG-4
VTC to deal with the spatial redundancy of each frame (and



predicted error frame), and motion estimation/compensation

techniques to remove the correlations between successive frames.

A. Spatial Redundancy Removal: The MPEG-4 Visual Texture
Coding

MPEG-4 VTC is the state-of-art technique for encoding the tex-
ture of objects and still images, and it is based on discrete wave-
let transform and embedded zerotree algorithm{6). Compared
with DCT-based approaches, zerotree wavelet coding provides
superior coding efficiency as well as spatial and SNR {quality}
scalabilities. The MPEG-4 VTC consists of the following proce-
dures: (1) ‘taking discrete wavelet mansform, (2) generating
wavelet zerotree, (3) quantizing wavelet coefficients, and (4)
entropy coding the quanitzed wavelet coefficients. Moreover,
due to the different propertigs of the lowest frequency subband
(DC band) and other high frequency subbands (AC bands), the
coding schemes of them are accordingly different:

There are three possible quantization modes for the AC coeffi-
cients in the MPEG< VTC: single quantization mode (5Q),
multiple quantization mode (MQ), and bi-level quantization
mode (BQ). Each quantization mode provides different degree of
scalability, and takes distinct computing complexity. In order to
meet the real-time constraint of video application and maintain
basic frame rate for supporting acceptable video quality, SQ
mode is adopted in this work, However, the other two quantiza-
tion modes can ¢asily be integrated into the proposed codec to
offer better quality adjustment, as well. Besides, two different
scanning orders of quantized wavelet coefficients (tree-depth and
band-by-band) have been defined to serve for difference pur-
poses. In order to support progressive transmission without caus-
ing too much overhead, band-by-band scanning order is pre-
ferred in the streaming environments. )

B.  Temporal Redundancy Removal: The Hierarchica!l Motion
Estimation and Refinement

Motion estimation and compensation technique is known to be
one of the simplest and most effective way to remove temporal
‘redundancy existed within usual video data. The proposed sys-
tem adopts motion estimation-based approach combined with
some modifications that utilize the correlations between wavelet
subbands. Since the properties of the DC band and AC bands are
different, distinct strategies are applied to deal with them,

1) DC Motion Estimation

Since the DC band, which is known as the lowest frequency
subband, of an image obtained by taking wavelet transform can
be viewed as the spatially low resplution representation of the
original image, we simply apply traditional block-based motion
estimation o the DC band of each frame. On the encoder side,
motion compensation is also inchuded to form the prediction of
current DC used for referencing, and the prediction is con-
structed by using quantized reference frame instead of the origi-
nal frame to prevent error accumulation and possible drifting
problems. The motion vectors obtained during the DC band mo-
tion estimation are kept 25 references for the further motion te-
finement of AC bands.

2y AC Mo;!ion Refinement

Observing that the motion activities between different subbands
are highly correlated, we do not directly perform traditional mo-
tion estimation on AC bands. Instead, we imitate the idea of

hierarchical motion estimation and compensation given in [7].
The motion vector of the previous level at the corresponding
position, with proper scale, is used as the initial motion candi-
date for the next level. Then the motion refinement is done by
searching within some predefined search range, ¢.g. +/-2 pixels,
and merely the refined motion vectors are needed to be entropy
coded. The overall hierarchical motion refinement, process for
AC bands is illustrated in Fig. 1. Through the proposed hierar-
chical motion estimation and compensation technique, not only
the data rate of motion vector is decreased, the computational
time can also be reduced, dramatically.

However, in our experiments the performance of applying mo-
fion estimation/compensation on higher wavelet subbands is not
always good if inter-coding mode is adopted all the time. This
may due to the constantly changing of high-frequency signals or
fast object translations. Therefore, we provide the selectivity of
intra and/or inter coding block when encoding P frames to com-
pensate this contradictory situation. In B frame, since it is less
possible that there exists no good reference in both neighboring
frames, the inter-coding is always adopted.

[l MULTIRESOLUTION ENCODING AND DECODING
Scalability makes one single bitstream applicable to various kinds of
environments and able be progressively decoded and transmitted. In
the proposed video codec, spatial, temporal, bitrate, and SNR scalabil-
ities are all included.

A.  Spatial Scalability

The spatial scalability is intrinsic to the proposed codec, since wavelet
is the transform kernel. One of the most desirable properties of wavelet
ransform is that the resulting DC band of wavelet-transformed image
is visually equivalent to the spatially low-resolution representation of
the original image. Therefore, the spatial scalability can be achieved by
simply selecting suitable bitplanes and discarding unnecessary levels
of high frequency subbands.

B.  Temporaf Scalability

" Our temporal scalability comes from strategica]l} placing predicted
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frames during the enceding process and selectively transmitting en-
coded frames while delivering. The temporally low resoiution of the
original video sequence is obtained by direct temporal subsampling,
and the decoded frames are exactly the same as those that would be
decoded at full frame rate. The resultant visual quality is befter as
compared with the blurred video produced by the 3D-Wavelet coders.

In arder to achieve better compression ratio and higher flexible tempo-
ral scalability at the same time, the technique of B-frame partitioning is
included in the proposed codec. Through this way, the realization of
temporal scalability will not affect the coding efficiency. For example,
if the GOP pattem “IPBPBPB...” is adopted, the bitstream can be
separated into two layers with patterns “1PPP...” and “BBB... ve-
spectively. The base-layer stream with pattern “IPPP...” obviously can
be decoded independently since the enhancernent-layer stream consists
of merely B-frames, which would not be used as reference frames.
This technique also serves a good error resilient property, because the
enhancement frames only refer to those frames in the base-layer
stream. The adopted structure of the temporal layers is shown in Fig. 2.

C.  Bitrate and SNR Scalabilities

The bitrate and the SNR scalabilities are achieved by discarding
bits from high frequency subbands when the bitrate budget as-



signment of the frame is exhausted. Since the Intra-frames and
predictive error frames are coded using the MPEG-4 VTC,
which utilizes the bit-plane coding technigue [5][8] to code the
magnitudes of coefficients from the most significant to the least
significant bit-planes. Those bits that carry the most important
information (to visual quality) are placed in the front part of the
bitstream, and it is permissible to cut off the bitstream at any
point within the frame when the available bitrate is not enough to
decode the full resolution signal. Consequentially, the fine-
grained bitrate scalability is achieved.

IV. MODIFIED HIERARCHICAL MOTION ESTIMATION

In addition to those basic scalabilities mentioned above, the proposed
codec also supports the so-called hybrid scalability, which is the com-
bination of the prescribed basic scalabilities. The codecs that provide
hiybrid scalability are more practical and usefil. However, when inte-
grating those basic scalabilities together we observed that the motion
estimation and compensation techniques used to support the mutiple-
layer-coding would always cause some problems. This situation also
happens in most of the existing motion-based scalable codecs [5){9]
Considering the situation that when the available bandwidth increases
during the decoding process and if the user decides to raise the spatial

resolution one level higher, We notice that the codec cannot respond to '

the user’s request imumediately. This is because the decoder lacks for
the one-level higher frequency subband of reference frame. Since we
apply motion estimation and compensation technique, the decoding of
each AC level demands for the presence of that level’s reference
frame(s) (except for | frames which can be decoded independently).
Fig. 3 illustrates the original prediction structure of a GOP, which can
eliminate most correlations between the same subbands of neighboring
frames. However, following such structure, if the resolution of refer-
ence frames iS at a certain level, any incoming requests higher than that
cannot be achieved until the appearance of the next GOP. The same
situation happens when users atterapt to increase SNR scalability, but
the SNR scale of reference frames is not high enough. Therefore, any
requests that attempt to raise the resolution scale canhot be immed;-
ately accomplished. Actually, it can never be achieved until the ap-
pearance of next intra-frante. In order to overcome this undesirable
shortage, we slightly modify the motion refinement algorithm applied
to the AC bands of P flames. As depicted in Fig. 4, the motion estima-
tion performed on DC bands of P frames remains the same, but some
of the motion refinements of AC bands are disabled. For those odd
numbered P frames, the motion refinements only take place on the odd
numbered enhancement layers, As to those even numbered P frames,
the motion refinements only apply to the even numbered enhancement
layers.

With this slight modification of motion refinement process, the
request for increasing spatial resofution or SNR scale can be
achieved within a very short time[8] Since the motien correla-
tions of high frequency subbands between successive P frames
are kept or removed alternatively, every one of two AC levels in
a frame can be decoded independently. That is to say, the spatial
layer decoding cait be moved one level higher whenever encoun-
tering a P frame. There exists a quick and automatic recovery
path that can increase the decoding resolution/scale from the
coarsest base layer to the finest enhancement layer, as that indi-
cated by the thickest arrow-line, in Fig. 4. The encoding flowchart
of the propased codec can be found in Fig. 5.

V. EXPERIMENTAL RESULTS AND PERFORMANCE ANALYSIS
Ir this section, we provide some experimental results of the proposed

scalable coding system. Comparisons are also made with some exist-
ing scalable video coders and the intenational coding standard,

*MPEG-1. The PSNR of luminance and color components (Y, U, and
V) will be calculated separately to objectively measure the quality, The
coding pattern of the proposed system 1s set to be “IBBBPBBB...,”
with GOP lengths 150. The evaluation of compression performance of
the proposed codec is made on several CIF format (352x288) video
sequences with 30 frames per second (such as, Football, Miss America
and Salesman).

The performance comparison between non-scalable MPEG-1 [9],
Taubman and Zakhor’s algorithm {10}, Ke Shen’s SAMCoW [11],
and our proposed video codec is also included. Taubman and Zakhor’s
algorithm is based on the 3D-Wavelet coding, The SAMCoW is alsoa
MC-Wavelet approach, but applies block-based motion estimation on
time domain and wilizes wavelet-based zerotree algorithm to code the
tra-frames and prediction emor frames.

The resulting PSNR values of football sequence with GOP size 150
are given in TABLE ! and our proposed codec is named as MCVTC
{Motion-Caompensated Visual Texture Coding) for short. The pro-
posed codec outperforms SAMCoW, Taubman and Zakhor's algo-
rithm, but is infenior to MPEG-1 for | to 1.5db. Experiments are also
made with the Miss America sequence between the proposed codec
and MPEG-1, and the result is shown in TABLE IL Although the
purposed codec does not perform as well as MPEG-1 in terms of
PSNR, the subjective experiments have shown that our algorithm
produces comparable visual quality.

VI. CONCLUSIONS

In this paper, a novel wavelet-based scalable video codec based on
MPEG4 VTC is presented We applied motion estina-
tion/compensation techniques to the lowest frequency subband and
motion refinement to all the high frequency subbands™to effectively
remove the temporal redundancy existed between successive frames
of the video sequence. And the MPEG4 VTC is adopted to code the .
intra-frames and predicted eror frames. The resulting coding effi-
ciency outperforms most of the wavelet-based scalable video codecs
and is inferior to non-scalable MPEG-1 for at most 1.5db in average.

Moreover, our proposed codec generates embedded bitstreams and
provides multiple scalabilities. The adopting of wavelet transform,
which inherently possesses better spatial scalability as compared with
the DCT based counterpart, gifts our video codec the spatial scalability.
This gives us an idea that wavelet-based approach can be a good can-
didate if spatial scalability is of great concern. The temporal scalability
comes out from the carefid design of temporal coding pattern and
selective dropping of the inter-frames. Through this means, tempora
scalability is realized without introducing any overhead. By utilizing
bit-plane coding scheme, precise bitrate control and bitrate scalability
are achievable. Also, the scalable nature of our video coding scheme
allows the decoding data rate to be dynamically changed. The ability
of autornatically adjusting data rate to meet network load is very ap-
pealing to netwotk oriented applications.

In conclusion, the proposed wavelet-based video codec based on the
MPEG-4 VTC achieves acceptable coding efficiency together with
flexible scalabilities, It also demenstrates the potential superiority of
MC-wavelet coders.
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e TABLE 1. The average PSNRs of the CIF format Football sequence
Layar1 (30frames/sec) with GOP size 150 in various bitrates.
Enhance
tawrz. Components Average Y ] vV
gt ® ] MCVTC 30.5 26.4 3.1 339
SAMCoW Bl . X .
Fig. 2. The coding pattern used by the proposed system: (a) original 1 Mbps TaubS*loan 5;2 %?g ggg ggg
sequence, (b) the three temporal layers. . MPEG-1 316 77 8 32.0 350
MCVTC 317 281 322 34.7
TABLE 1i: The PSNR comparison of non-scalable mpeg-1 and MCVTC 1.5Mbps SAMCoW 28.1 27.1 27.7 30.1
with CIF format Miss America sequence (30frames/sec) th various bi- Th:ggga? ;ﬂ %ég ggg ;gg
trates. > : B 63 -
T R o s o B
MCVTC | 394 38. 30.6 39.8 2 Mbps o : : : -
1 Mbps MPEG-1 404 36 0.7 0.7 Taubman 26.7 23.1 30.1 33.0
- MOVTC 500 0 40‘ 706 MPEG-1 34.2 31.0 34.9 30.6
1.5 Mbps MPEG-1 20,9 304 40:‘ Ha MCVTC 36.1 33.8 36.8 31.7
S iios LLMCVIC | 405 | 307 | 407 | 410 4 Mbps  [SAMCOW 1 309 | 305 1 304 | JiE
p. MPEG.1 a7 EY] 1.3 3 Taubman 28.0 25.0 31.5 33.9
MPEG-] 371 35.0 37.6 388
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