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Abstract
A large number of 3D models are created and available on the Web, since more and more 3D modelling and
digitizing tools are developed for ever increasing applications. The techniques for content-based 3D model re-
trieval then become necessary. In this paper, a visual similarity-based 3D model retrieval system is proposed.
This approach measures the similarity among 3D models by visual similarity, and the main idea is that if two 3D
models are similar, they also look similar from all viewing angles. Therefore, one hundred orthogonal projections
of an object, excluding symmetry, are encoded both by Zernike moments and Fourier descriptors as features for
later retrieval. The visual similarity-based approach is robust against similarity transformation, noise, model de-
generacy etc., and provides 42%, 94% and 25% better performance (precision-recall evaluation diagram) than
three other competing approaches: (1)the spherical harmonics approach developed by Funkhouser et al., (2)the
MPEG-7 Shape 3D descriptors, and (3)the MPEG-7 Multiple View Descriptor. The proposed system is on the Web
for practical trial use (http://3d.csie.ntu.edu.tw), and the database contains more than 10,000 publicly available
3D models collected from WWW pages. Furthermore, a user friendly interface is provided to retrieve 3D models
by drawing 2D shapes. The retrieval is fast enough on a server with Pentium IV 2.4GHz CPU, and it takes about
2 seconds and 0.1 seconds for querying directly by a 3D model and by hand drawn 2D shapes, respectively.

Categories and Subject Descriptors (according to ACM CCS): H.3.1 [Information Storage and Retrieval]: Indexing
Methods

1. Introduction

Recently, the development of 3D modeling and digitizing
technologies has made the model generating process much
easier. Also, through the Internet, users can download a large
number of free 3D models from all over the world. This leads
to the necessities of a 3D model retrieval system. Although
text-based search engines are ubiquitous today, multimedia
data, such as 3D models, usually lacks meaningful descrip-
tion for automatic matching. The MPEG group aims to cre-
ate an MPEG-7 international standard, also known as "Mul-
timedia Content Description Interface", for the description
of multimedia data 11. However, little description is about
3D models. The need of developing efficient techniques for
content-based 3D model retrieval is increasing.

To search 3D models that are visually similar to a queried
model is the most intuitive way. However, most meth-
ods concentrate on the similarity of geometric distributions
rather than directly searching for visually similar models.

The geometric-based approach is feasible since much ap-
pearance for an object is controlled by its geometry. In this
paper, however, we present a novel approach that matches
3D models using their visual similarities, which are mea-
sured with image differences in light fields. We take this ap-
proach to better fit the goal of comparing models that appear
to be similar to a human observer. The concept of the vi-
sual similarity-based approach is similar to that of the image-
driven simplification, proposed by Lindstrom and Turk 14.

The geometry-based approach is broadly classified into
two categories: shape-based and topology-based matching.
The shape-based approach uses the distribution of vertices
or polygons to judge the similarity between 3D models
1, 2, 4, 5, 6, 7. The challenge of the shape-based approach is
how to define shape descriptors, which need to be sensitive,
unique, stable, efficient, and robust against similarity trans-
formations of various kinds of 3D models. The topology-
based approach utilizes topological structures of 3D models
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to measure the similarity between them 3. The difficulties
of the topology-based approach include automatic topology
extraction from all types of 3D models, and the discrimina-
tion between topologies from different categories. Each of
the two approaches has its inherent merits and demerits. For
example, a topology-based approach leads to high similar-
ity between two identical 3D models with different gestures,
whereas a shape-based approach cannot. On the other hand,
a shape-based approach results in high similarity between
3D models with different connections among parts, whereas
a topology-based approach cannot. For instance, both a fin-
ger and the shoulder of a human model are parts of a human
body. The topologies are quite different whether the finger
does or does not connect to a human body, but the shapes
are similar.

Most previous works of 3D model retrieval focused on
defining suitable features for the matching process 1∼13, and
were based on either statistical properties, such as global
shape histograms, or the skeletal structures of 3D models.
Osada et al. 2 proposed and analyzed a method for com-
puting shape signatures of arbitrary 3D polygonal models.
The key idea is to represent the signature of a 3D model as
a shape distribution, which is a histogram created from the
distance between two random points on a surface for mea-
suring global geometric properties. The approach is simple,
fast and robust, and could be applied as a pre-classifier in a
complete 3D model retrieval system.

Funkhouser et al. 1 proposed a practical web-based search
engine that supports queries based on 3D sketches, 2D
sketches, 3D models, and/or text keywords. For 3D shape
queries, a new matching algorithm that uses spherical har-
monics to compute similarities is developed. It does not re-
quire repair of model degeneracy or alignment of orienta-
tions. In their system, a multimodal query is applied to in-
crease the retrieval performance by combining features such
as text and 3D shapes. It is also fast enough to retrieve from
a repository of 20,000 models in less than one second.

Hilaga et al. 3 proposed a technique in which the similarity
between polyhedral models is accurately and automatically
calculated by comparing the skeletal and topological struc-
ture. The skeletal and topological structure decomposes a 3D
model to a one-dimensional graph structure. The graph is in-
variant to similarity transformations, robust against simplifi-
cation and deformation caused by changing posture of an
articulated object, etc. In their experimental results, the av-
erage search time from 230 3D models is about 12 seconds
with a Pentium II 400MHz processor. Another 3D model
retrieval system 10 , having 445 models in the database, is
extended from the work of Hilaga et al., and takes about 12
seconds on a server with Pentium IV 2.4 GHz processor.

In this paper, a novel visual similarity-based approach
for 3D model retrieval is proposed, and the system is also
available on the web for practical trial use. The proposed
approach is robust against similarity transformations, noise

and model degeneracy, etc. There are more than 10,000 3D
models in our database, and a user-friendly interface is pro-
vided for 3D model retrieval by drawing 2D shapes, which
are taken as one or more projection views.

In general, a retrieval system contains off-line feature ex-
traction and on-line retrieval processes. We introduce the
LightField Descriptor to represent 3D models, which is de-
tailed in Section 2, as well as the feature extraction. In Sec-
tion 3, comparing 3D models is represented for the on-line
retrieval process. The experimental results and the perfor-
mance evaluations are shown in Section 4. Section 5 con-
cludes the write up.

2. Feature Extraction for Representing 3D Models

The proposed descriptor used for comparing the similarity
among 3D models is extracted from 4D light fields, which
are representations of a 3D object. The phrase light field de-
scribes the radiometric properties of light in a space and was
coined by Gershun 23. A light field (or plenoptic function)
is traditionally used in image-based rendering and is defined
as a five dimensional function that represents the radiance at
a given 3D point in a given direction 24, 25. For a 3D model,
the representation is the same along a ray, so the dimension
of the light field around an object can be reduced to 4D 25, 14.
Each 4D light field of a 3D model is represented by a col-
lection of 2D images, which are rendered from a 2D array
of cameras. The camera positions of one light field can be
put either on a flat surface 25 or on a sphere 14 in the 3D
world. The light field representation has not only been used
in image-based rendering, but also in image-driven simplifi-
cation by Lindstrom and Turk 14, whose approach uses im-
ages to decide which portions of a model to simplify.

In this paper, we extract features from the light fields ren-
dered from cameras on a sphere. The main idea of using the
approach to get the similarity between two models is intro-
duced in Section 2.1. To reduce size of the features and speed
up the matching process, the cameras of the light fields are
distributed uniformly and positioned on vertices of a regular
dodecahedron. We name the descriptor LightField Descrip-
tor, and describe it in Section 2.2. In Section 2.3, we show
that one 3D model is represented by a set of LightField De-
scriptors in order to improve the robustness against rotations
while comparing between two models. One that is also im-
portant is the image metric used, and is detailed in Section
2.4. Finally, the flow chart of extracting the LightField De-
scriptors for a 3D model is summarized in Section 2.5.

2.1. Measuring similarity between two 3D models

The main idea comes from the following statement, "If two
3D models are similar, they also look similar from all view-
ing angles." Accordingly, the similarity between two 3D
models can be measured by summing up the similarity from
all corresponding images of a light field. However, what
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Figure 1: The main idea measuring similarity between two
3D models

must be considered is the transformation, including trans-
lation, rotation and scaling. The translation and the scaling
problems are discussed in Section 2.5 and ignored by our
image metric described in Section 2.4. As for rotation, the
key to this problem is visual similarity. The camera system
surrounding each model is rotated until the highest overall
similarity (cross-correlation) between the two models from
all viewing angles is reached. Take Figure 1 as an example,
where (a) and (c) are two different airplanes with inconsis-
tent rotations. First, for the airplane in Figure 1 (a), we place
the cameras of a light field on a sphere, as shown in Figure 1
(b), where cameras are put on the intersection points of the
sphere. Then, cameras of this light field can be applied, at
the same positions, to the airplane in Figure 1 (c), as shown
in Figure 1 (d). By summing up the similarities of all pairs
of corresponding images in Figure 1 (b) and (d), the over-
all similarity between the two 3D models is obtained. Next,
the camera system in Figure 1 (d) can be rotated to a differ-
ent orientation, such as Figure 1 (e), which leads to another
similarity value between the two models. After evaluating
similarity values, the correct corresponding orientation, in
which the two models look most similar from all correspond-
ing viewing angles, can be found, such as Figure 1 (f). The
similarity between the two models is defined as summing up
the similarity from all corresponding images between Figure
1 (b) and (f).

However, the computation will be very complicated and
impractical to a 3D model retrieval system using current pro-
cessors. Therefore, the camera positions of a light field are
distributed uniformly on vertices of a regular dodecahedron,
such that reduced camera positions are used for approxima-
tion.

2.2. A LightField Descriptor for 3D models

To reduce the retrieval time and the size of features, the light
field cameras can be put on 20 vertices of a regular dodec-
ahedron. That is, there are 20 different views, which are
distributed uniformly, over a 3D model. The 20 views can

Figure 2: A typical example of the 10 silhouettes for a 3D
model

roughly represent the shape of a 3D model, as been applied
similarly in previous works. Huber and Hubert 27 proposed
an automatic registration algorithm, which is able to recon-
struct real world objects from 15 to 20 various viewpoints
from a laser scanner. Lindstrom and Turk 14 also employ the
20 views in comparing 3D models for image-driven simpli-
fication.

Since their applications are different from the retrieval
system, the requirements of rendering image and the im-
age metric used are also different. First, lighting is different
while rendering images of an object. We turn all lights off,
so that the rendered images will be silhouettes only, which
enhance the efficiency and the robustness of image metric.
Second, orthogonal projection is applied in order to speed up
the retrieval process and reduce the size of features. There-
fore, ten different silhouettes are produced for a 3D model,
since the silhouettes projected from two opposite vertices on
the dodecahedron are identical. Figure 2 shows a typical ex-
ample of the 10 silhouettes of a 3D model. In our implemen-
tation, the rendered image size is 256 by 256 pixels. Conse-
quently, the rendering process can filter out high-frequency
noise of 3D models, and also make our approach reliable
from degeneracy of meshes, such as those missing, wrongly-
oriented, intersecting, disjoint and overlapping polygons.

Since the cameras are placed on the vertices of a fixed
regular dodecahedron, we need to rotate the camera system
60 times (to be explained below), so that the cameras can be
switched onto different vertices, while measuring the simi-
larity between descriptors of two 3D models. The dissimi-
larity, DA, between two 3D models is defined as:

DA = min
i

10

∑
k=1

d ( I1k , I 2k ) , i = 1 ..60 (1)

where d denotes the dissimilarity between two images, de-
fined in Section 3.1, and i denotes different rotations be-
tween camera positions of two 3D models. For a regular do-
decahedron, each of the 20 vertices is connected by 3 edges,
which results in 60 different rotations for one camera system
(mirror mapping is not available). I1k and I2k are correspond-
ing images under i-th rotation.

Here is a typical example to explain our approach. There
are two 3D models, a pig and a cow, in Figure 3 (a), both
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Figure 3: Comparing LightField Descriptors between two 3D models

rotated randomly. First, 20 images are rendered from ver-
tices of a dodecahedron for both the 3D model. As shown in
Figure 3 (b), we compare all the corresponding 2D images
from the same viewing angles, such as, the order 1∼5 be-
tween pig and cow model. Thus we get a similarity value un-
der this rotation of camera system. Then, we map the order
1∼5 differently as in Figure 3 (d), and get another similarity
value. After repeating this process, we find a rotation of cam-
era positions with the best similarity (cross-correlation being
highest), as shown in Figure 3 (d). Therefore, the similarity
between the two models is the summation of the similarities
among all the corresponding images.

Consequently, the LightField Descriptor is defined as the
basis representation of a 3D model, and is defined as features
of 10 images rendered from vertices of dodecahedron over
a hemisphere. A LightField Descriptor somehow eliminates
the rotation problem, but this is not exact enough. Therefore,
a set of light fields is applied to improve the robustness.

2.3. A set of LightField Descriptors for a 3D model

To be robust against rotations among 3D models, a set of
LightField Descriptors is applied to each 3D model. If there
are N LightField Descriptors, which are created from dif-
ferent camera system orientations for both 3D models, there
are (N × (N − 1) + 1)× 60 different rotations between the
two models. Therefore, the dissimilarity, DB, between two
3D models is then defined as:

DB = min DA (L j , Lk ) , j, k = 1 ..N (2)

where DA is defined in Equation (1), and L j and Lk are light
field descriptors of two models, respectively.

The relationship of the N light fields needs to be care-
fully set to ensure that all the cameras are distributed uni-
formly and able to cover different viewing angles to solve
the rotation problem effectively. The approach of generat-
ing the evenly distributing camera positions of the N light
fields comes from the idea in relaxation of random points
proposed by Turk 15. The process can be pre-processed, and
then all 3D models use the same distributed light fields to
generate corresponding descriptors. In our implementation,
we set N = 10, as shown in Figure 4, that is, the similar-
ity between two 3D models is obtained from the best one of
5,460 different rotations. Therefore, the average maximum
error of rotation angle between two 3D models is about 3.4
degree in longitude and latitude. That is:

180◦

x
×

360◦

x
= 5460 ⇒ x ∼= 3.4◦ (3)

which is small enough for our 3D model retrieval system
according to our experimental results. Of course, the number

Figure 4: A set of LightField Descriptors for a 3D model
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N can be bigger than 10, and we will evaluate in the future
the saturation effect when N becomes bigger.

2.4. Image metric

An image metric is a function measuring the distance be-
tween two images. Recently, Content-Based Image Retrieval
(CBIR) has become a popular research, and different image
metrics have been proposed 19∼22. Many approaches of im-
age metrics are robust against transformations such as trans-
lation, rotation, scaling, and image distortion.

One of the important features of images is the shape de-
scriptor, which can be broadly classified into region-based
and contour-based descriptor. The use of a combination of
different shape descriptors has been proposed recently in or-
der to improve the retrieval performance 21, 22. In this paper,
we adopt an integrated approach proposed by Zhang and Lu
21, which combines a region shape descriptor (Zernike mo-
ments descriptor) and a contour shape descriptor (Fourier
descriptor). The Zernike moment descriptor is also used in
MPEG-7, which is named RegionShape descriptor 11. Dif-
ferent shape signatures have been used to derive Fourier de-
scriptor, and the retrieval using Fourier Descriptors derived
from the centroid distance has significantly higher perfor-
mance than those of the other methods. These were also
compared by Zhang and Lu 20. The centroid distance func-
tion is expressed by the distance to boundary points from
the centroid of the shape. The boundary points of a shape
are extracted through a contour tracing algorithm, proposed
by Pavlidis 31. Figure 5 shows a typical example of the cen-
troid distance. Figure 5 (a) shows a 2D shape rendered from
a viewpoint of a 3D model, and the contour tracing result is
shown in Figure 5 (b). Figure 5 (c) shows the centroid dis-
tance of (a).

Sometimes, however, a 3D model might be rendered into
several separated 2D shapes, as shown in Figure 6 (a). When
this situation occurs, the following two stages are applied
to connect. First, we apply Erosion operation 32 from one
to several times to connect the separated parts, as shown in
Figure 6 (b). Second, a thinning algorithm 32 is applied in
order to connect the separated parts, as shown in Figure 6
(c). Note that the pixels of rendered 2D shape cannot be re-
moved during the thinning algorithm. The separated parts
are then connected, and the high-frequency noise will be fil-
tered out by the Fourier descriptor. But if there are still sep-
arated parts after running the Erosion operation for several
times, a bounding box algorithm will replace the first stage
above.

There are 35 coefficients for Zernike moment descriptor
and 10 coefficients for Fourier descriptor. Each coefficient
is quantized to 8 bits in order to reduce the size of descrip-
tors and accelerate the retrieval process. Consequently, the
approach is robust against translation, rotation, scaling and
image distortion, and is very efficient.

Figure 5: A typical example of the centroid distance for a
2D shape

Figure 6: Connection of different parts of 2D shapes

2.5. Steps of extracting LightField Descriptors for a 3D
model

The steps of extracting the LightField Descriptors for a 3D
model are summarized in the following.

(1) Translation and scaling are applied first to ensure that
3D model is entirely contained in rendered images. The in-
put 3D model is translated from the center of the model to
the origin of world coordinate system. The axis is then scaled
such that the maximum length is 1.

(2) Render images from the camera positions of light
fields, as described in Section 2.3.

(3) For a LightField Descriptor, 10 images are represented
for 20 viewpoints, and are in a pre-defined order for storage.
For a 3D model, 10 descriptors are created, so that totally
100 images should be rendered.

(4) Descriptors for a 3D model are extracted from the 100
images, as in Section 2.4.

3. Retrieval of 3D Models Using LightField Descriptors

In the off-line process mentioned in last section, the Light-
Field Descriptors of each 3D model in the database are
calculated and stored for 3D model retrieval. This section
details the on-line retrieving process, which compares the
descriptors of the queried one with all the other 3D mod-
els in the database. Comparing the LightField Descriptors
within two models is described in Section 3.1. Those who are
greatly dissimilar to the queried model will be rejected early
in the process, detailed in Section 3.2, which accelerates the
retrieval with a large database. Practically, when a user wants
to retrieve 3D models, he/she can upload a 3D model as a
query key. However, early experiences of Funkhouser et al.
1 suggest that even a simple gesture interface, such as Teddy
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system 26, is still too hard for novice and casual users to learn
quickly. They proposed that drawing 2D shapes with a paint-
ing program to retrieve 3D models is intuitive for users. In
this paper, a user-friendly drawing interface for 3D model
retrieval is also provided. The approach of comparing 2D
shapes with 3D models is described in Section 3.3.

3.1. Similarity between LightField Descriptors of two 3D
models

The retrieving process can be referred as calculating the sim-
ilarity one by one between the queried one and each of the
models in the database and showing those similar to the
queried one. The similarity between two models is defined
as summing up the similarity from all the corresponding im-
ages, as described in Section 2.3. The comparison of two
descriptors is as Equation (2). When comparing the dissimi-
larity, d, of corresponding images, we use simple L1 distance
to measure:

d (J , K ) = ∑
i
|C1i − C2i | (4)

where C1 and C2 denote coefficients of two images, and i
denotes the index of their coefficients. There are 45 coeffi-
cients for each image, each quantized to 8 bits. To simplify
the computation, a table is created and stored for the value
of L1 distance from 0 to 255. Thus, a table-look-up method
is used to speed up the retrieval process.

3.2. Retrieval of 3D models from database with large
number of models

For a 3D model retrieval system, a database with a large
number of models should be considered. For example, there
are over 10,000 3D models in our database. To efficiently
retrieve 3D models from an enormous database, an iterative
early-jump-out method is applied in our 3D model retrieval
system. First, when comparing the queried model with all
the others, only parts of the images and coefficients are used.
This can remove almost half of the models. The threshold of
removing models is set as the mean of the similarity rather
than the median, since the calculation of the mean is simpler.
Then, compare the queried model to the remainder models
using more images and coefficients. Repeat the above steps
in several times. All iterations are detailed as follows.

(1) In the initial stage, all 3D models in the database are
compared with the queried one. Two LightField Descriptors
of the queried model are compared with ten of those in the
database. Three images of each light field are compared, and
each image is compared using 8 coefficients of Zernike mo-
ment. Each coefficient is quantized to 4 bits.

(2) In the second stage, five LightField Descriptors of
the queried model are compared to ten of the others in the

database. Five images of each light field are compared, and
each image is compared using 16 coefficients of Zernike mo-
ment. Each coefficient is quantized to 4 bits.

(3) Thirdly, seven LightField Descriptors of queried
model are compared with ten of the others in the database.
The other is the same as the second stage, while another five
images of each light field are compared.

(4) The fourth stage is the same as full comparison, but
only the Zernike moment coefficients, quantized to 4 bits,
are used. In addition, the top 16 of the 5,460 rotations are
recorded between the queried one and others.

(5) Each coefficient of Zernike moment is quantized to
8 bits, and the retrieval uses the top 16 rotations, recorded
from the 4th stage, rather than 5,460 rotations.

(6) In the last stage, each coefficient of Fourier descriptor
is added to the retrieval.

The approach speeds up the retrieval process by early re-
jection of non-relevant models. The query performance and
robustness of each step will be evaluated in the future.

3.3. A user friendly interface to retrieve 3D models
from 2D shapes

Creating a queried model for retrieval is not easy and fast
for general users. Thus, a user-friendly interface, a painting
program, is provided in our system. Furthermore, users can
again utilize the retrieved model to find more specific 3D
models, since 2D shapes carry less information than a 3D
model. To sum up, our 3D model retrieval system is easy for
a novice user.

Recognizing 3D objects from single 2D shape is an inter-
esting and difficult problem, and has been researched long
time ago. Dudani et al. 16 identified aircrafts with moment
invariants derived from the boundary of 2D shapes. They
captured 2D images of 3D objects from every 5 degrees of
azimuth and roll angle. 3,000 images for 6 aircrafts are used
for comparison with an input 2D shape. A 3D aircraft recog-
nition algorithm of Wallace and Wintz 17 used 143 projec-
tions to represent an aircraft over the hemisphere, and per-
formed the recognition using normalized Fourier descriptors
of the 2D shape boundary. Cyr and Kimia 18 proposed 3D
object recognition by generating "equivalent view" from dif-
ferent positions on the equator for 65 3D objects. They rec-
ognized an unknown 2D shape by comparing all views of
3D objects using shock matching, which takes about 5 min-
utes. Recently, Funkhouser et al. 1 proposed a search engine
for 3D models, which also provides a 2D drawing interface
for 3D model retrieval. The boundary contours are rendered
from 13 viewpoints for each 3D model, and then additional
13 shape descriptors are created. In our 3D model retrieval
system, it is intuitive and direct to compare 2D shapes with
3D models, since the descriptors for 3D models are com-
posed of features of 100 2D shapes over the hemisphere, as
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Figure 7: Retrieval results from user drawn 2D shapes

described in Section 2.3. The image metric we used is de-
fined in Section 2.4.

4. Experimental Results

In Section 4.1, the proposed 3D model retrieval system is
demonstrated. The performance and robustness of the ap-
proach are evaluated in Section 4.2 and 4.3, respectively.

4.1. The proposed 3D model retrieval system

The 3D model retrieval system is on the following web site
for practical trial use: http://3d.csie.ntu.edu.tw. There are
10,911 3D models in our database now, all free downloaded
via the Internet. Users can query with a 3D model or draw-
ing 2D shapes, and then search interactively and iteratively
for more specific 3D models using the first retrieved results.
Models are available for downloading from the hyperlink of
their original downloaded path listed in the retrieval results.
Figure 7 shows a typical example of a query with 2D draw-
ing shapes, and Figure 8 shows the interactive search by se-
lecting a 3D model from Figure 7.

The system consists of off-line feature extraction in pre-
processing and on-line retrieval processes. In the off-line
process, the features are extracted in a PC with a Pentium
III 800MHz CPU and GeForce2 MX video card. On the av-
erage, each 3D model with 7,540 polygons takes 6.1 seconds
to extract features, detailed in Table 1. Furthermore, the av-
erage time of rendering and feature extraction for a 2D shape
takes 0.06 seconds. Extracting features are suitable for both
3D model and 2D shape matching. No extra effort should be
done for 2D shapes. In the on-line process, the retrieval is
done in a PC with two Pentium IV 2.4GHz CPUs. Only one
CPU is used for the query at one time, and the retrieval takes
2 and 0.1 seconds with a 3D model and two 2D shapes as the
query keys, respectively.

Figure 8: Retrieval results from interactively searching of
selecting a 3D model from Figure 7

4.2. Performance Evaluation

Traditionally, the diagram of "Precision" vs "Recall" is a
common way of evaluating performance in documental and
visual information retrieval. Recall measures the ability of
the system to retrieve all models that are relevant. Precision
measures that the ability of the system to retrieve only mod-
els that are relevant. They are defined as:

Recall =
relevant correctly retrieved

all relevant

Precise =
relevant correctly retrieved

all retrieved

In general, the recall and precision diagram requires a
ground truth database to assess the relevance of models with
a set of significant queries. Test sets are usually large, but
only a small fraction of the relevant models are included 30.
Therefore, a test database with 1,833 3D models is used for
evaluation. The test database contains free 3D models from
3DCafe 34, downloaded in Dec. 2001, but removes several
models with failed formats in decoding. One student inde-
pendent of this research, regarded as a human evaluator, clas-
sified the models according to functional similarities. The
test database was clustered into 47 classes including 549 3D

Standard
Average Deviation Minimum Maximum

Vertex 4941.6 13582.8 4 262882
Polygon 7540.7 21003.8 2 519813
Time 6.11 sec 4.38 sec 2.32 sec 48.93 sec

Table 1: Vertex and polygon number of the 10,911 3D mod-
els and the feature extraction time from a PC with a Pentium
III 800 MHz CPU
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Figure 9: Performance evaluation of our approach, Light-
Field Descriptor, and those of others.

models mainly for vehicle and household items (such as cat-
egories of airplane, car, chair, table, etc.), and all the other
1,284 models are classified as "miscellaneous".

To compare the performance with others systems, three
major previous works are implemented as follows:

(1) 3D Harmonics: This approach is proposed by
Funkhouser et al. 1, and outperforms many other approaches,
such as Moments 12, Extended Gaussian Images 8, Shape
Histograms 9 and D2 Shape Distributions 2, which are eval-
uated in their paper. The source code of SpharmonicKit 2.5
35, also used in their implementation, is used for computing
the spherical harmonics.

(2) Shape 3D Descriptor: The approach is used in MPEG-
7 international standard 11, and represents a 3D model with
curvature histograms.

(3) Multiple View Descriptor: This method aligns 3D ob-
jects with Principal Component Analysis (PCA) 33, and then
compares images from the primary, secondary and tertiary
viewing directions of principal axes. Descriptor of the view-
ing directions is also recorded in MPEG-7 international stan-
dard 11, but does not limit the usage of image metrics. To get
better performance, integration with different image metrics
described in Section 2.4 are used. Furthermore, for calcu-
lating PCA correctly from vertices, each 3D model is re-
sampled first to ensure that vertices are distributed evenly
on the surface.

Figure 9 shows the comparison of the retrieval perfor-
mance of our approach, LightField Descriptors, with those
of the others. Each curve plots the graph of "recall and pre-
cision" averaged over all 549 classified models in the test
database. Obviously, LightField Descriptor performs better
than the others. The precision values are 42%, 94% and 25%
higher than those of 3D Harmonics, Shape 3D Descriptor
and Multiple View Descriptor, respectively, after comparing
and averaging over all the "recall" axis.

Figure 10: Three similar cups with their principal axes, ori-
enting the models in different directions. Retrieval results of
querying are done by the model in (a). The first number in
bracket shows the queried number by our method, and the
second number shows the Multiple View Descriptor.

However, in our implementation of 3D Harmonics, the
precision is not as good as that indicated in the original pa-
per 1, shown in Table 2. Evaluating by different test database
is one possible reason, and another one may lie in a small
amount of different details between our implementation and
original paper, even if we try to implement the same as the
original paper. The test database used in the original paper is
also purchased by us, and will be evaluated in the future. As
for PCA applied to Multiple View Descriptor, Funkhouser
et al. 1 found that principal axes are not good while align-
ing orientations of different models within the same class,
and also demonstrated this problem using 3 mugs. Retrieval
with similar examples in our test database is shown in Figure
10. Clearly, our approach works well against this particular
problem of PCA.

4.3. Robustness evaluation

All the classified 3D models in the test database are applied
to the following evaluation in order to assess the robustness.
Each transformed 3D model is then used for queries from
the test database. The average recall and precision of all 549
classified models are used for the evaluation. The robustness
is evaluated by the following transformation:

(1) Similarity transformation: For each 3D model, seven
random numbers are applied to x-, y-, and z-axis rotations
(from 0 to 360 degree), x-, y- and z-axis translations (-
10∼+10 times of the length of the model’s bounding box),
and scaling (a factor of -10∼+10).

(2) Noise: Each vertex of 3D model is applied three ran-

Recall 0.2 0.3 0.4 0.5 0.6 0.7
Our approach 0.51 0.42 0.36 0.30 0.25 0.20
3D Harmonics 0.37 0.27 0.22 0.18 0.16 0.14
3D Harmonics
with different 0.41 0.33 0.26 0.20 0.17 0.14
test database 1

Table 2: Precision of 3D Harmonics in the original paper
for comparison.
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Figure 11: Robustness evaluation of (b) noise and (c) deci-
mation from (a) original 3D model

dom number to x-, y- and z-axis translation (-3%∼+3%
times of the length of the model’s bounding box). Figure 11
(b) shows a typical example of the effect.

(3) Decimation: For each 3D model, randomly select 20%
polygons to be deleted. Figure 11 (c) shows a typical exam-
ple of the effect.

Experimental result of the robustness evaluation is shown
in Figure 12. Clearly, our approach is robust against similar-
ity transformation, noise and decimation.

5. Conclusion and Future Works

In this paper, a 3D model retrieval system is proposed based
on visual similarity. The new metric based on a set of Light-
Field Descriptors is proposed for matching among 3D mod-
els. The visual similarity-based approach is robust against
translation, rotation, scaling, noise, decimation and model
degeneracy etc. A practical retrieval system that includes
more than 10,000 3D models is available on the web for ex-
pert and novice users, and the retrieval can be done in less
than 2 seconds on a server with Pentium IV 2.4 GHz CPU. A
friendly user interface is also provided to query by drawing
2D shapes. The experimental results demonstrate that our
approach outperforms 3D Harmonics, MPEG-7 Shape 3D
Descriptor and Multiple View Descriptor.

In future work, several investigations are described as fol-
lows. First, other image metric for 2D shapes matching may
be evaluated and included to improve the performance. In
addition, the image metric for color and texture 11 can also
be included to retrieval 3D model using more visual features.
Second, different approaches ("cocktail" approach) can be
combined to improve the overall performance. Third, the
mechanism of training data or active learning 12, 13 may be
used to adjust the weighting among different features. Fi-
nally, partial matching from several objects takes a long time
to compute in general, and is also an important and difficult
research direction in the future work 28, 29.
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