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Abstract 

A novel moving picture coding system, called the software-based moving picture coding system, is presented in this 
paper. In this coding system, two new techniques, modified block truncation codes and multiresolution-in-time sampling, 
are used for real-time encoding and decoding of the moving pictures. The modified block truncation codes can process 
image data with three times faster and two times higher compression ratio than those of the traditional ones. The 
multiresolution-in-time sampler samples the image blocks with variant sampling rates, which depend on the activities of 
image blocks. This technique can make the coding process faster and the compression ratio higher. By using these 
techniques, the software-based moving picture coding system can compress moving pictures (video) under the real-time 
constraints of video applications, such as videophone/videoconference, without using any expensive compression chips. 
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1. Introduction 

Most existing moving picture coding (MPC) 
techniques, such as MPEG1 [6], H. 261 [4] and its 
preceding reference model RM8 [2], have been 
designed to compress data by both reducing the 
temporal correlation through the motion compen- 
sation [7] (MC) and DPCM [5] techniques, and 
reducing the spatial correlation through the trans- 
form coding, such as DCT [1]. The major problems 
of the MC/DCT-based techniques are the relatively 
poor performance in dealing with sharp edges and 
the relatively high time complexity of both en- 
coders and decoders. Because of the poor perfor- 
mance of dealing with sharp edges, the ripple effect 
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around the sharp edges is significantly observable, 
and because of the high time complexity of those 
codecs, software implementation, such as video 
conference and playback system, in currently com- 
mon PCs is not possible at real-time speed. As 
a result, the cost of the video application systems is 
very high, and the implementation of those systems 
is relatively difficult. 

In this paper, a real-time software-based moving 
picture coding (SBMPC) system is proposed. In the 
SBMPC system, two new techniques, the modified 
block truncation code and multiresolution-in-time 
(MIT) sampling, are used. The block truncation 
coding [3] (BTC) is considered as an edge-preserv- 
ing algorithm for image coding, and is a relatively 
fast algorithm as compared to the transform codi- 
ng. In order to fit the requirements of the SBMPC 
system, high speed and high compression ratio, 
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a modified version of BTC is used. The modified 
BTC not only preserves the sharp edges of image 
data but runs faster and achieves a higher compres- 
sion ratio than the normal BTC. In order to get 
higher compression ratio, the MIT sampling tech- 
nique is included in the SBMPC system. The MIT 
sampling technique analyzes the temporal activity 
of the image sequence, and assigns a higher samp- 
ling rate to the blocks with higher degree of activity. 
The compression ratio and the frame rate that can 
be obtained by using these new techniques are 20 to 
25 and about 14 frames per second, respectively, 
performed on an IBM PC-AT, with 128x 128 
frame size. The resultant quality of the compressed 
video is in our opinion good enough for video- 
phone/videoconference applications. 

In Section 2, we first review the traditional 
MC/DCT-based techniques and the BTC algo- 
rithm briefly. Section 3 describes the SBMPC sys- 
tem, the modified BTC, and the MIT sampling 
techniques. Section 4 shows the experimental re- 
suits of the proposed system. Finally, some dis- 
cussions and conclusions are presented in Section 5. 

2. Preliminary reviews 

We first review the MC/DCT-based MPC in 
Section 2.1, and then point out the major problems 
of this coding scheme; actually, these are what the 
SBMPC system is designed to solve. The BTC 
technique for image coding is reviewed in Section 
2.2, because it is one of the major components of 
the SBMPC system. 

2.1. Review of MC/DCT-based MPC and its 
related problems 

The basic idea of MPC is to reduce the bit-rate 
by using the decorrelation process to remove spa- 
tial and temporal redundancies, and using the en- 
tropy coding to remove codeword redundancies. 
A typical decorrelation process of an MPC usually 
contains two parts: a prediction coding part for 
temporal redundancy removal and a transform 
coding part for spatial redundancy removal. A typi- 
cal entropy coder of an MPC usually consists of 
a run-length coder and a Huffman coder. The run- 

length coder removes the quantized transformed 
coefficients with zeros in succession, and the Huff- 
man coder is used for representing the run-'length 
coded tuples, which is known to be of minimal 
redundancy in theory. 

The MC/DCT-based MPC, such as H.261, uses 
the DPCM technique with the motion compensa- 
tion techniques as the prediction coder, and the 
DCT as its transform coder. The block diagram of 
the H.261 encoder is shown in Fig. 1. 

Although the MC/DCT-based MPC has the ca- 
pability of encoding the moving pictures with rela- 
tively high compression ratio and picture quality, 
the following problems of this coding scheme still 
need to be solved. 

2.1.1. Time complexity problem 
This is the major problem of the MC/DCT-based 

MPC. Enormous operations are needed in order to 
perform the functions of the motion estimation and 
the DCT. Even though the fast algorithms of MC 
and DCT are used, it is still almost impossible to 
implement a real-time MC/DCT-based MPC by 
software. 

Traditionally, some special compression chips 
have been developed to perform the operations 
such as DCT and motion estimation in order to 
meet the real-time requirement of the MC/DCT- 
based MPC. This hardware solution for a real-time 
MPC has some disadvantages: 
1. The high price of these compression chips will 

make it too expensiv e to implement practical 
video applications. 

2. The development of device drivers and video 
systems will be more difficult by using a hard- 
ware solution than its software counterpart. 

3. Flexibility in installation, maintenance, and up- 
grading is lost when fixed, hardwired implemen- 
tations are applied. 
The disadvantages listed above may form a high 

threshold for the introduction of low-cost video 
application. Therefore, we believe that the use of 
hardware chips does not seem a very good solution 
for developing low-cost MPC systems. 

2.1.2. Sharp edge problem 
The second problem of the MC/DCT-based 

MPC is the sharp edge problem. The basic idea of 
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Fig. 1. Block diagram of the CCITT H.261 encoder. 

transform coding, such as DCT, is to analyze the 
frequency distributions of a signal. In a slow-vary- 
ing signal, most of the energy of this signal will be 
concentrated at the first few coefficients in the 
transform domain, and the high-frequency coeffic- 
ients can be ignored without losing important in- 
formation. However, for a signal containing sharp 
edges, some values of the high-frequency coeffic- 
ients cannot be ignored and these coefficients must 
be quantized for further processing. The distortions 
caused by the quantizer will make the reconstruc- 
ted signals contain obvious ripple effects at the flat 
regions and blurring effects at the sharp edges. An 
image signal, which consists of several objects, will 
contain many sharp edges at the boundaries of 
objects, and the effects of sharp edges made by 
DCT and quantizer will degrade the quality of the 
reconstructed image notably. In Fig. 2, the original 
signal contains a sharp edge, and then the ripple 
effects (which are caused by the quantizer) of the 
reconstructed signal are obvious. 

2.2. Review of BTC 

In BTC, an image is first divided into n×n  
nonoverlapping blocks, and then these blocks are 
quantized by a two-level block-dependent quan- 

tizer. Both the threshold and the two reconstruc- 
tion levels of the quantizer are adaptive in response 
to the local statistics of a block. An example of BTC 
is given in Fig. 3. 

2.2.1. Advantages of BTC 
The advantages of BTC are listed below, and 

these are the reasons why the BTC was chosen 
as the basic algorithm of the proposed SBMPC 
system: 
1. The coding speed of BTC is much faster, at least 

five times faster in our experience, than that of 
the transform coding. 

2. The BTC is an edge-preserving coding algo- 
rithm, and can compress images, which contain 
many sharp edges, with high compression ratio 
and good image quality. 

2.2.2. Limitations of BTC 
Even though the BTC has some good features as 

described above, there are some inborn defects 
existing in BTC, and this is why we did not apply 
BTC directly in the SBMPC system: 
1. It is not easy to adapt the compression ratio of 

BTC with fixed block size (where the quality 
(distortion) of the reconstructed image is also 
fixed). 
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Fig. 2. Example of the DCT coding for a signal with a sharp edge: (a) shows the values of the original signal, the transformed coefficients, 
the quantized transformed coefficients, and the reconstructed signal; (b), (c), (d), and (el show the waveforms of the original signal, the 
transformed coefficients, the quantized transformed coefficients, and the reconstructed signal, respectively. 
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Fig. 3. An example of BTC: (a) shows the original 4 x 4 image block; (b) shows the quantized bit map, the threshold of the quantizer is 
the mean value of the image block, and the two reconstruction levels, respectively, are 79 and 167; (c) shows the reconstructed image 
block. 
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2. The compression ratio of BTC is not high 
enough to meet the bit-rate requirement of a real 
MPC application. If the original image is of 
8 bits/pixel (bpp) and is divided into 4 × 4 blocks, 
then the bit-rate of the compressed data is 2 bpp 
and the corresponding compression ratio is 4:1 
only. 

3. Although the coding speed of BTC is faster than 
that of the DCT, it is still not fast enough to meet 
the real-time requirement of the most urgent 
video applications, such as the videophone and 
videoconference systems. 

3. The SBMPC system 

In the previous sections, we have pointed out the 
problems of the MC/DCT-based MPC. The goal of 
the SBMPC system is not only to solve the time 
complexity problem of the traditional MC/DCT- 
based approach by proposing a new high-speed 
coding architecture instead of hardware chips solu- 
tions, but to obtain a high-quality compressed 
video with high compression ratio and edge- 
preserving (object-preserving) characteristics. The 
modified BTC and the MIT sampling techniques, 
which can be considered as kernels of the SBMPC 
system, will now be introduced. 

3.1. The modified BTC 

In the modified BTC, the input image is first 
segmented into blocks of size 8 x 8, and then the 
pixels within each block are subsampled. This sub- 
sample process is necessary because it can both 
accelerate the computation and achieve higher 
compression ratio. Furthermore, an efficient algo- 
rithm is used for computing the quantizer's thre- 
shold and the two reconstruction levels of each 
subsampled block, and then the pixels are quan- 
tized by a two-level quantizer. The decoder of the 
modified BTC reconstructs the quantized pixels, 
interpolates the pixels (which were eliminated by 
the decimation process), synthesizes and generates 
the output image. The bit-rate of the modified BTC 
is 44 bits per 8 x 8 image block (32 bits for the bit 
map and 6 bits for each reconstruction level). The 

block diagram of the proposed modified BTC is 
shown in Fig. 4. 

3.1.1. Blocker 
The Blocker of the modified BTC is used to 

divide the original image data OX(n) into blocks 
X(n) with size 8 x 8. 

3.1.2. Subsampler 
The image blocks generated by the Blocker are 

then sent to the Subsampler. Let X(n) and SX(n) be 
the input and output data of the Subsampler, re- 
spectively. The function that is performed by the 
Subsampler is shown as follows: 

SX(n) = X(k × n), k is a positive integer. (1) 

In the SBMPC system, k is set to 3 so as to get 
the information of each horizontal and vertical 
scan line. Fig. 5 shows an example of the function 
performed by the Subsampler. 

3.1.3. QP decider 
The QP Decider is used for deciding the quan- 

tizer's threshold QT and the two reconstruction 
levels, RL(0) and RL(1), of the two-level quantizer. 
In order to accelerate the computation speed of the 
QP Decider, we use SX (n), which was generated by 
the Subsampler, instead of the original image 
blocks X(n) as the input data of the QP Decider. 

The parameters QT, RL(0) and RL(1) are defin&l 
a s  

1 
- ~ SX(i), (2) 

QT F 6 4 / k l  0 ,< i<F64/k 1 

1 
RL(O) = 

~o ~< i<F64/k7 ~SX,~<OT 

X ~ 6sxto<QTSX(i), (3) 
0 <~ i<F64/k 7 

1 
RE(l) = 

~ 0  <~ i <F 64/k ] t~SX (i) >~ QT 

x ~ 6sxti) >I QTSX(i), (4) 
0<, i<[64/k 7 

where k was defined in the Subsampler, 61 = 1 when 
f is true, otherwise, 6~ = 0, and [r  7 returns the 
closest integer which is greater than or equal to r. 
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Fig. 4. Block diagram of the modified BTC: (a) encoder; (b) decoder. 
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Fig. 5. An example of an execution process of the Subsampler with k = 3: (a) is the input image data, and the framed pixels will be 
selected by the Subsampler; (b) is the output data. 

The calculated QT is used by the Two-Level 
Quantizer (cf. Section 3.1.5), and the RLs are sent to 
the Inverse Quantizer (cf. Section 3.1.6) for recon- 
structing the image pixels. 

3.1.4. Decimator 
The Decimator performs vertical and horizontal 

decimation functions, which behave similarly to the 

subsample function of the Subsampler. These func- 
tions are defined as follows. 

The horizontal decimation function is 

DXh(n) = X ( d  x n), d is a positive number, (5) 

and the vertical decimation function is 
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where w is the width of the image block, [_rJ returns 
the closest integer which is less than or equal to r, 
and the index n is a w x w block that counts from 
left to right and top to bottom. The examples of the 
execution results performed by these functions are 
shown in Fig. 6. 

The objective of the Decimator is to reduce the 
bit-rate of the compressed data and to accelerate 
the computation of the Two-Level Quantizer. In 
order to support a wide spatiotemporal spectrum 
without resolution loss in the horizontal or vertical 
directions only, the decimation function sub- 
samples the pixels along the horizontal and vertical 
directions image by image, alternatively. In the 
SBMPC system, the decimation factor d is set to 2. 
The output data of the Decimator are then sent to 
the Two-Level Quantizer. 

3.1.5. Two-level quantizer 
The Two-Level Quantizer quantizes the deci- 

mated image DX(n) obtained from the output of 
the Decimator. The quantizer's threshold QT, de- 
fined by Eq. (2), is used to perform the quantization 
process. The bit-map B(n) comes from the output of 

the Two-Level Quantizer and is defined as 

B(n) = 6ox(,)>~Ox. (7) 

The bit-map B(n) is then multiplexed with the 
reconstruction levels RL(0) and RL(1) and then 
sent to the MBTC decoder. 

3.1.6. Inverse quantizer 
The Inverse Quantizer performs an inverse func- 

tion of the Two-Level Quantizer. It uses the recon- 
struction levels, RL(0), RL(1), and the bit-map B(n) 
to reconstruct image pixels based on the following 
function: 

.~.  f R L ( 0 ) i f  B(n) = 0, 

DX(n) = {(RL(1) otherwise, 
(8) 

or in its equivalent representation form shown as 
A 
DX(n) = 6B(,)=0 x RL(0) + 6B(,)= 1 x RL(1). (9) 

3.1.7. Interpolator 
Because the image pixels reconstructed from 

the Inverse Quantizer are the decimated pixels, 
the pixels eliminated by the Decimator must be 
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Fig. 6. The execution results of the decimation functions with k = 2 and w = 8: (a) is the original image block and the framed pixels will 
be selected by the horizontal decimation function; (b) is the output data of the horizontal decimation function; (c) is the same input block 
but the framed pixels will be selected by the vertical decimation function; (d) is the execution result of the vertical decimation function. 
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recovered through an interpolation process. The 
Interpolator performs two functions: the horizontal 
and the vertical interpolation functions, which are 
used to reconstruct the image blocks decimated by 
the horizontal (cf. Eq. (5)) and vertical (cf. Eq. (6)) 
decimation functions, respectively. 

The horizontal interpolation function is defined 
a s  

where d is a positive integer defined in Eq. (5), and 
the vertical interpolation function is 

(n) = X v(n) 

= D X  x w + ( n m o d w  , (11) 

where w is defined in Eq. (6). 

3.1.8. Image synthesizer 
Finally, the image blocks ,~(n) recovered from 

thh~e Interpolator are synthesized to an output image 
OX(n) through the Image Synthesizer. 

3.2. MIT sampling 

3.2.1. Motivations and MIT sampling 
Although the compression ratio of the modified 

BTC is higher than that of the traditional BTC, it is 
not high enough to meet the bandwidth require- 
ment of video coding. In order to obtain a higher 
compression ratio, a novel sampling technique, the 
MIT sampling, will be introduced in this section. 
Several observations which motivate the develop- 
ment of this sampling technique are presented first. 

Observation 1. The adjacent images in an MPC 
system are similar to each other and the DPCM 
technique can remove most of the time redundancy 
in the image sequence. 

Observation 1 shows the trivial fact that most of 
the time redundancy can be removed by using the 
DPCM technique. When the image sequence is 

slow variant, the residual images obtained from the 
output of the DPCM process contain very little 
information, which can be discarded. When the 
image sequence contains a scene change or some fast- 
moving objects, the residual images of the DPCM 
would contain a lot of information and must be 
coded through the modified BTC. The following 
observations can assist us to code the result images 
more efficiently. 

Observation 2. The residual images of the DPCM 
process are segmented into blocks in the SBMPC 
system. The activities of these residual image blocks 
are variant from one block to another. 

The activity, ACT, of an image block is defined 
a s  

ACT = R L ( 1 ) -  RL(0), (12) 

where RL(0) and RL(1) are defined in Eqs. (3) and 
(4), respectively. 

Observation 3. The fast-changing residual blocks, 
such as those containing the outlines of moving 
objects, usually have higher ACTs than those of the 
residual blocks with slow variant. Therefore, the 
information contained by the blocks with higher 
ACTs is considered to be more important than that 
contained by the blocks with lower ACTs. 

The coding strategies of MIT sampling are as 
follows. For moving objects, it is more important to 
trace the actions of the objects fast and clearly than 
to describe the contents of the objects in detail. The 
residual image blocks which contain a part of the 
moving objects usually have higher ACT values 
than those blocks which are a part of the back- 
ground image, as stated in Observation 3. The MIT 
sampler codes the higher activity blocks with 
higher sampling rate in the time axis and codes the 
lower activity blocks with lower sampling rate. The 
basic concept of MIT sampling is shown in Fig. 7. 
In order to simplify MIT sampling, the decision on 
temporal resolution is based on ACT values in the 
DPCM residual blocks of one picture instead of 
a set of pictures, and the decision is taken based just 
on a single ACT value for each residual block. 
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Combining the modified BTC and the MIT 
sampling techniques, the SBMPC system can code 
the moving pictures with high coding speed and 
high compression ratio. 

3.2.2. The realization of the M IT  sampler 
The MIT sampler is realized as follows. The 

residual image blocks, based on the corresponding 
activities, are classified into several classes. If all the 
blocks within the same activity class are sampled 
with the same time spacing, the so-obtained video 

MITS = ~((RL(l) - QT)ZZo~,<[-6,/k] 6SX.~ZOT 

sequence will become discontinuous. For this rea- 
son, instead of sequentially sampling these image 
blocks in the time axis, the SBMPC system sub- 
samples the residual image blocks following a spe- 
cified block sequence. For example, if the sampling 
rate of some activity class is 1/3 sample/block, only 
the 1st, 4th, 7th, . . . ,  blocks in that class are coded. 
In order to sample these image blocks fairly, the 
starting sampled block is selected randomly, i.e. the 
MIT sampler samples the image sequences follow- 
ing the block sequence '1,4, 7 . . . .  ', '2,5,8 . . . .  ', or 
'3, 6, 9, . . . '  with equal probability, in the above case. 

MIT sampling has been realized by sampling the 
image blocks within an image frame instead of samp- 
ling the same image blocks in the video sequence. 
Thus, if the MIT sampler samples the blocks in 
a fixed phase, e.g. 1,4, 7 . . . . .  for all images, the 
blocks 2, 3, 5, 6, 8, ... will not be selected in all im- 
ages. That is why we use the 'random phase' samp- 
ling instead of sampling at fixed phase. 

The MIT sampler can also be realized without 
classifying the image blocks. In this case, the samp- 
ling function is defined as 

+ (QT - RL(0))2~o 64/k 6 (', oT)THM,T) > rand(RM,T)' (13) ~i<r ] ~ ' < 

where the function rand(n) returns a random num- 
ber between 0 and n - 1, RMtT and THM~T are the 
threshold values for controlling the MIT sampling, 
and the MIT sampler selects the image block when 
the function MITS returns 1, otherwise, the image 
block is not selected. 

3.3. The SBMPC encoder 

The block diagram of the SBMPC encoder is 
shown in Fig. 8. The input image is first partitioned 
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Fig. 8. The block diagram of the SBMPC encoder. 

into image blocks by the Blocker. These image 
blocks are then sent into the PCM and DPCM 
simultaneously. For each input image block, two 
image blocks (one is the image block output from 
the PCM process and the other is the residual 
image block generated by the DPCM) will be ob- 
tained. The RL(0)s and RL(1)s of these two image 
blocks are calculated, called RLp(0), RLp(1), RLD(0) 
and RLD(1), respectively. Furthermore, the 
PCM/DPCM Multiplexer decides which image 
block must be sent to the MIT Sampler, based on 
the following function: 

in Section 3.2. If the input image block is selected by 
the MIT Sampler, then the modified BTC algorithm 
is applied to encode this image block. Otherwise, 
the mean value of this image block is calculated. 

For each image block, two control bits are 
needed: one indicates that this image block is 
a PCM or DPCM image block, the other indicates 
whether this image block is selected by the MIT 
Sampler or not. These control bits are multiplexed 
with the encoded data of a selected block or the 
mean value of an unselected block, and then sent to 
the SBMPC decoder. 

BlockpcM if (RLD(1) - RLD(0)) - (RLp(1) - RLp(0)) > THp/D, 
Block = B1ockDpcM otherwise, (14) 

where Block is the output image block of the 
PCM/DPCM Multiplexer, Blockpcu stands for the 
output image block of the PCM process, BIoCkDPcM 
is the output image block of the DPCM process, 
and THp/D is the threshold value for controlling the 
PCM/DPCM selection. 

The MIT Sampler gets the image block sent by 
the PCM/DPCM Multiplexer and does or does not 
sample it based on the sampling rules described 

3.4. The S B M P C  decoder 

Fig. 9 shows the block diagram of the SBMPC 
decoder. The encoded data is first demultiplexed 
according to the PCM/DPCM and the 
mean/MBTC control bits. When the PCM/DPCM 
control bit is set to '1', the DPCM technique is 
applied to this image block, and the decoder must 
add the pixel values in the image block of the 
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Fig. 9. The block diagram of the SBMPC decoder. 
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previous frame to those of the current frame. If the 
mean/MBTC control bit is set to '0', which indi- 
cates that this image block is represented just by 
a fixed (mean) value, then the mean value can be 
obtained from the buffer. The SBMPC decoder 
repeats the previous image block if the DPCM is 
used, and then adds the mean value to each pixel. 
Otherwise, if the mean/MBTC control bit is set to 
'1', the modified BTC decoder is applied to decode 
this image block, and if DPCM is used, the image 
block in the previous frame is added to the decoded 
image block. Finally, these decoded image blocks 
are synthesized into a picture frame through 
the Image Synthesizer and then displayed by the 
monitor. 

4. E x p e r i m e n t a l  results  

Several experimental results are shown in this 
section. In these experiments, the input image size is 
128 x 128, the pixel format is 15 bits/pixel and the 
R,G,B fields, respectively, occupy 5 bits. The 
SBMPC system is running on a PC/486-33 with the 
MS-DOS 5.0 operation system and a RAM disk 
driver. The distortion measurement function used 
in the following experiments is the peak signal- 
to-noise ratio (peak SNR) of the luminance com- 
ponent. Eq. (13) is used to perform the MIT samp- 
ling, and THe/D and RMI T are, respectively, set to be 
- 1 and 2000 in these experiments. 

The following experiments use two B frames be- 
tween each P frame pair and a logarithmic block- 

matching algorithm in which sums of magnitude 
differences are defined as the cost functions used by 
the adopted MPEG codec. 1 The search range for 
the motion estimation algorithm is (-7.5)-(7.5) 
pixels for adjacent frame pairs and (-15.5)-(15.5) 
pixels for other frame pairs. The quantizer's factor 
for P and B frames is twice that of I frames. The 
coding speed is 0.45 frame/s for MPEG encoding 
and 6.6 frame/s for decoding. 

In order to evaluate the coding speed of the 
SBMPC system, two time intervals are measured. 
One is the gross coding time including the frame 
grab time, encoding time, transmission (saving) 
time, and the time interval for playing back to the 
display. The other is the net coding time including 
the encoding time and the transmission time only. 
In these experiments, the average gross coding time 
is 141 ms/frame and the average gross coding speed 
is about 7 frame/s. The average net coding time is 
72 ms/frame and the average net coding speed is 
about 14 frame/s. The comparison of the coding 
speed of the SBMPC system and the MPEG coder 
is shown in Table 1. In this table, the time for 
converting RGB frames into YUV frames is in- 
cluded in measuring the MPEG coding speed, and 
it is based on the gross coding speed measurement. 

1 The MPEG coders are CMPEG V1.0 for the MPEG encoder 
and DMPEG VI.1 for the MPEG decoder, copyright by Stefan 
Eckart, Chair for Integrated Circuits, Technical University 
Munich, Germany, June 1993, and was posted on newsgroup: 
air.binaries.pictures.utilities. Email: stefan@lis.e-technik.tu- 
muenchen.de. 
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In the first experiment, the SBMPC system en- 
codes the Chinese girl video sequence. The THM]r s 
are, respectively, set to be 40, 80 and 15 for the R, 
G and B pixel planes. The compression ratios and 
the peak SNRs of the encoded video sequence are 
shown in Fig. 10(a) and 10(b), respectively. In this 
experiment, the average compression ratio is 13.263 
and the average peak SNR is 29.749. Under the 
same compression ratio, the peak SNR of the video 
sequence encoded by the MPEG coder is 27.4376. 

In the second experiment, the same video se- 
quence is used except that the THMITS are set to be 
20, 40 and 7. The compression ratio and the peak 
SNR of the encoded video sequence are, respect- 
ively, shown in Fig. 11 (a) and 11 (b), the average 

Table 1 
The measurements of coding speed of the SBMPC system and 
the MPEG coder 

Functions Measurements 

Net coding time of SBMPC 
Net coding speed of SBMPC 
Gross coding time of SBMPC 
Gross coding speed of SBMPC 
Encoding speed of MPEG coder 
Decoding speed of MPEG coder 

72 ms/frame 
14 frame/s 
141 ms/frame 
7 frame/s 
0.45 frame/s 
6.6 frame/s 

compression ratio is 22.226, and the average peak 
SNR is 28.59. The peak SNR of the same video 
sequence encoded by the MPEG coder with the 
same compression ratio is 27.1901. 

In the third and fourth experiments (see Figs. 12 
and 13), the THMITS are the same as those used in 
the first and second experiments, respectively, but 
the salesman video sequence is used instead of the 
Chinese girl one. In the third experiment, the aver- 
age compression ratio is 18.157 and the average 
peak SNR is 29.157. The average compression ratio 
is 24.640 and the average peak SNR is 27.176 in the 
fourth experiment. Under the same compression 
ratios, the peak SNRs of the video sequences en- 
coded by the MPEG coder are 29.4266 and 
29.!786, respectively. 

As shown in the above experimental results, the 
larger the THMIT, the better the picture quality and 
the lower the compression ratio. The other control 
parameter, RmT (used in Eq. (13)), affects the pic- 
ture quality and the compression ratio in the oppo- 
site way. 

The final experiment shows the effects caused by 
adjusting the parameter THP/D. In this experiment, 
all the control parameters are the same as those 
used in the first experiment except that the THe/D 
varies from - 3  to 3. Table 2 shows the DPCM 

Compress ion  Rat ios for the first exper iment  
• " 20 32 
N 
( / 1  

Q 

a 

" O  
O 

" O  
,i o 

.,,=, 
¢1 r r ~  

P ®  

16 

14 

12 

10 . . . . . . . . .  i . . . . . . . . .  i . . . . . . . . .  i . . . . . . . . .  i . . . . .  L I |  

0 1 0  2 0  3 0  4 0  5 0  
Frame Number 

(e) 

31 

30 

29 

28 

Peak SNRs for the first exper iment  

27 

26 
0 

. . . . . . .  I . . . . . . . . .  i . . . . . . . . .  ! . . . . . . . . .  ! . . . . . . . . .  

1 0  2 0  3 0  4 0  5 0  
Frame Number 

(b )  

Fig. 10. (a) Compression ratio and (b) peak SNR of the first experiment for encoding the Chinese girl video sequence. 
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Fig. 11. (a) Compression ratio and (b) peak SNR of the second experiment for encoding the Chinese girl video sequence. 
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Fig. 12. (a) Compression ratio and (b) peak SNR of the third experiment for encoding the salesman video sequence. 

utilities, the average compression ratios, and the 
average peak SNRs with respect to these distinct 
THP/D values. As shown in Table 2, the larger the 
THp/D, the higher the D P C M  utility. If the value of 
THr/D is too large, the SBMPC system tends to use 
the D P C M  technique regardless of the fast changes 
of image blocks; on the other hand, if the value of 

THp/D is too small, the SBMPC system tends to use 
the PCM technique without taking the advantage 
of the high correlations between two similar image 
blocks. Both cases degrade the compression ratio 
and the image quality of the output data. In this 
experiment, the optimal value of THP/D is - 1 ,  
which is suitable for most cases. 
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Fig. 13. (a) Compression ratio and (b) peak SNR of the fourth experiment for encoding the salesman video sequence. 

Table 2 
DPCM utilities, average compression ratios, and average peak SNRs at variations of the THwD value 

THr,/o - 3 - 2 - 1 0 1 2 3 

DPCM utility (%) 20.22 27.798 72.47 97.57 98.868 99.320 99.532 
Compression ratio 12.053 12.009 13.263 12.552 12.302 12.178 12.046 
Peak SNR 29.069 29.345 29.749 29.589 29.381 29.272 29.182 

5. Discussions and conclusions 

This paper presents a newly proposed software- 
based moving picture coding system. This system 
uses the modified BTC and the MIT sampling 
techniques to achieve a high compression ratio and 
maintain good enough picture quality. As shown 
by the experimental results, given in the previous 
section, the coding speed of the SBMPC system can 
meet the real-time requirement of commercial 
video applications when the size of the compressing 
video is 128× 128 and the system is run on 
a PC/486-33. Most of the video applications, such 
as videophone and videoconference, can reduce the 
amount of communication and storage costs, by 
using the SBMPC system, without adding any 
hardware costs. 

When the computation power is increased in the 
future, the performance of the SBMPC system can 

be improved in several ways. First, entropy coding 
can be included to encode the data more com- 
pactly. Second, some more complex algorithms 
such as wavelet transform may be used to remove 
the correlation of the video data more precisely. 
Third, the frame rate can be further increased to 
obtain a more smooth video, and finally the frame 
size can be enlarged. 

In order to decide whether the DPCM technique 
is used for encoding an image block or not, the 
decision function defined in Eq. (14) was used; how- 
ever, this function was designed from the viewpoint 
of computational speed and thus is not perfect. 
The design of a better decision function with- 
out adding too much computational cost is still 
underway. 

For encoding color video, the SBMPC system 
separates a picture frame into red, green and blue 
pixel planes, and then encodes and decodes each 
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pixel plane independently. The compression ratio 
may be increased by transforming the color pixels 
into another color domain, such as YUV, and this 
is also a future work. 
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