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#### Abstract

We consider the inverse problem, in two and three dimensions, of identifying elastic cracks embedded in an inhomogeneous anisotropic elastic medium using point sources. The observable data is given by the near-field measurements of the outgoing Green's function for the related stationary system. We give a reconstruction algorithm for this inverse problem. © 2004 Elsevier Inc. All rights reserved.


## 1. Introduction

In this paper we consider the inverse problem of identifying cracks from the near-field measurements of the outgoing Green's function for the stationary elasticity system with inhomogeneous anisotropic medium in $\mathbb{R}^{n}$. Throughout the paper, we consider $n=2$ or 3 . This is a sequel to our earlier paper [15] in which we dealt with the same problem by using

[^0]boundary measurements for the static system. Similar to the result in [15], our focus here is also on the reconstruction issue.

The inverse problem is described as follows. We put sources and receivers along a connected, closed curve $(n=2)$ or connected, closed surface $(n=3)$ which is large enough to include all inhomogeneities and cracks of the probed region. Each source on the curve or surface induces a scattered field due to the inhomogeneities and the cracks. The scattered field is then recorded by receivers on the same curve or surface. Suppose that we know all the information on the probed medium expect for the elastic cracks. The inverse problem is to reconstruct the cracks from these measurements. A related inverse problem for a scalar equation was considered in [7].

The solution of the inverse problem requires a full understanding of the related direct problem which is the existence and uniqueness of the outgoing Green's function for the inhomogeneous anisotropic elasticity system. As usual, we assume that the medium is homogeneous outside of a large ball. However, unlike most of the literature on elastic scattering, we assume that the homogeneous part is still anisotropic. Even the direct problem in this case is quite difficult given that we are considering the full anisotropic elastic system. Our method for obtaining the outgoing Green's function and its properties is to prove the existence and uniqueness in appropriate spaces of the scattering solution in the exterior of cracks for the inhomogeneous anisotropic elasticity system. To characterize the scattering solution, we need to impose certain radiation conditions at infinity. Since the medium is anisotropic outside of a large domain, the classical Sommerfeld-Kupradze radiation conditions are not applicable in this case. For the homogeneous anisotropic elasticity system in two and three dimensions, Natroshvili $[19,20]$ established the generalized Sommerfeld-Kupradze radiation conditions by analyzing the radiation pattern of the oscillation equations under some restrictions on the slowness curves. Here we will impose the same restrictions on these curves and adopt the radiation conditions derived in [19] and [20].

In proving the existence and uniqueness of the scattering solution, we assume that the unique continuation property holds for the anisotropic elasticity system considered in the paper. It should be noted that the unique continuation property for general anisotropic elasticity systems is still an open problem. Nonetheless, in two dimensions, the unique continuation property has been proved for anisotropic elasticity with Lipschitz coefficients under some generic conditions [16,17]. We remark that if we assume the unique continuation property then the Runge approximation property is valid. The latter plays an important role in reconstructing the cracks. Combining the unique continuation property and the radiation conditions, we can prove the uniqueness of the scattering solution. We then show the existence of the scattering solution by a Fredholm-type theorem, which is inspired by Lax and Phillips' work [13].

In this paper we will only consider "insulating" cracks which means that the traction vanishes on the cracks. The scattering solution is generated by the source term. Thus the outgoing Green's function is the Schwartz kernel of the map from the source term to the scattering solution. We will first establish the scattering solution with the source term in $L_{\text {comp }}^{2}$, i.e., compactly supported $L^{2}$ functions. However, for the purpose of studying the inverse problem, we need to allow the source term to be in a more general space, namely the dual space of $H_{\text {comp }}^{1}$ (see the definition in Section 3).

Our strategy for identifying cracks from the near-field measurements of the outgoing Green's function at a fixed energy have two main steps. Firstly, we determine the Dirichlet-to-Neumann map for the stationary system from the near-field of the outgoing Green's function at a fixed energy. Secondly, using this Dirichlet-to-Neumann map, we can apply the method developed in [15] to identify cracks which are treated as buried in a finite anisotropic body.

There is an extensive literature investigating the crack determination problem by boundary measurements. We refer to a recent survey article [3] and references there for other developments. The inverse scattering problem from a crack for acoustic waves was studied in [1] and [11]. Extending techniques in those two papers to elastic waves were developed in [2] and [12], respectively. The elastic medium considered in [2] and [12] is homogeneous and isotropic.

The plan of this paper is as follows. In Section 2, we will describe the radiation conditions derived in Natroshvili's papers [19] and [20]. In Section 3, we prove the limiting absorption principle for the inhomogeneous anisotropic elasticity system in $\mathbb{R}^{n}$ based on the recent work [18]. Then the limiting absorption principle will be used to establish the existence of the scattering solution in the whole space. In Section 4, we prove the existence and uniqueness of the scattering problem in the presence of cracks. The inverse problem of determining cracks is discussed in Section 5.

## 2. Preliminaries

Let $C=\left(C_{p q r s}\right)$ be a homogeneous elastic tensor satisfying the symmetry properties

$$
\begin{equation*}
C_{p q r s}=C_{q p r s}=C_{r s p q} \quad \forall p, q, r, s \tag{2.1}
\end{equation*}
$$

and the strong convexity condition, i.e., there exists a $\delta>0$ such that

$$
\begin{equation*}
C E \cdot E \geqslant \delta|E|^{2} \tag{2.2}
\end{equation*}
$$

for any symmetric matrix $E=\left(E_{r s}\right)$, where

$$
(C E)_{p q}=\sum_{r s} C_{p q r s} E_{r s} \quad \text { and } \quad A \cdot B=\sum_{p q} A_{p q} B_{p q} \quad \text { for matrices } A, B
$$

Here and below, unless otherwise indicated, all Roman indices except $i$ and $n$ are set to be from 1 to $n$, where $n=2$ or 3 . We reserve $i$ for the imaginary number $\sqrt{-1}$. Given $\mathbb{R} \ni \omega>0$, define the matrix differential operator

$$
L(D, \omega)=L(D)+\omega^{2} I
$$

where $L(D)=\left(L_{p r}(D)\right)$ with

$$
\begin{equation*}
L_{p r}(D)=\sum_{q s} C_{p q r s} \partial_{q} \partial_{s} \tag{2.3}
\end{equation*}
$$

The symbol of $L(D, \omega)$ is given by $\left(\omega^{2} I-L(\xi)\right)=: L(\xi, \omega)$ with $L(\xi)=\left(L_{p r}(\xi)\right)$ and

$$
L_{p r}(\xi)=\sum_{q s} C_{p q r s} \xi_{q} \xi_{s}
$$

Let $\phi(\xi, \omega)$ be the common denominator of entries of $L^{-1}(\xi, \omega)$. For the isotropic case, it is not hard to compute that

$$
\begin{equation*}
\phi(\xi, \omega)=c_{0}\left(|\xi|^{2}-\omega^{2}(\lambda+2 \mu)^{-1}\right)\left(|\xi|^{2}-\omega^{2} \mu^{-1}\right) \tag{2.4}
\end{equation*}
$$

for some constant $c_{0}$. The formula (2.4) is valid for $n=2$ or 3 . Since we will focus on the "genuinely" anisotropic case in this paper, we assume that

$$
\phi(\xi, \omega)=\operatorname{det} L(\xi, \omega) .
$$

Using the spherical coordinates $\xi=r \theta$ with $r \geqslant 0$ and $\theta \in \mathbb{S}^{n-1}$, we get that

$$
\phi(\xi, \omega)=\phi\left(r \theta, \omega^{2}\right)=\operatorname{det}\left(\omega^{2}-r^{2} L(\theta)\right)=(-1)^{n} \operatorname{det} L(\theta) \operatorname{det}\left(r^{2}-\omega^{2} L^{-1}(\theta)\right)
$$

Note that $L^{-1}(\theta)$ exists for all $\theta \in \mathbb{S}^{n-1}$ because of the strong convexity condition (2.2). Now we suppose that there exists $n$ functions $k_{1}(\theta), \ldots, k_{n}(\theta)$ with

$$
\begin{equation*}
0<\delta_{1}<k_{1}(\theta)<\cdots<k_{n}(\theta)<\delta_{2} \quad \forall \theta \in \mathbb{S}^{n-1} \tag{2.5}
\end{equation*}
$$

such that

$$
\phi(\xi, \omega)=(-1)^{n} \operatorname{det} L(\theta) \prod_{j=1}^{n}\left(r^{2}-\omega^{2} k_{j}^{2}(\theta)\right)
$$

Let the surface (or curve) $S_{j}$ be defined by $\left\{(r, \theta): r=\omega k_{j}(\theta)\right\}$. Obviously, $\phi(\xi, \omega)$ vanishes on the curve $S_{j}$. We now assume that

$$
\begin{equation*}
S_{2}, \ldots, S_{n} \text { are convex. } \tag{2.6}
\end{equation*}
$$

Notice that the convexity of $S_{1}$ is also assumed in [19] and [20]. However, this assumption is redundant. The convexity of $S_{1}$ is a well-known property in the theory of anisotropic elastic waves (see [5] for detailed arguments). From (2.5) we can see that $\nabla \phi(\xi, \omega) \neq 0$ on $S_{j}$ for all $j$. Furthermore, it follows from (2.6) that for any $x \neq 0$ there exists a unique point $\xi^{j}$ on $S_{j}$ such that the unit outer normal vector $\vartheta\left(\xi^{j}\right)$ of $S_{j}$ at $\xi^{j}$ is parallel to $x$, i.e., $\vartheta\left(\xi^{j}\right) \| x$. Since $\phi(-\xi, \omega)=\phi(\xi, \omega)$, the normal vector $\vartheta\left(-\xi^{j}\right)$ is equal to $-\vartheta\left(\xi^{j}\right)$. In fact, in terms of $\phi(\xi, \omega)$, the unit normal vector $\vartheta\left(\xi^{j}\right)$ is given by

$$
\vartheta\left(\xi^{j}\right)=(-1)^{j} \frac{\nabla \phi\left(\xi^{j}, \omega\right)}{\left|\nabla \phi\left(\xi^{j}, \omega\right)\right|}
$$

Based on conditions (2.5) and (2.6), Natroshvili constructed fundamental solutions for $L(D, \omega)$ by considering the limits of $\Gamma\left(x, \tau_{\varepsilon}\right)$ as $\pm \varepsilon \rightarrow 0$, where $\tau_{\varepsilon}=\omega+i \varepsilon$ and

$$
L\left(D, \tau_{\varepsilon}\right) \Gamma\left(x, \tau_{\varepsilon}\right)=\left(L(D)+\tau_{\varepsilon}^{2} I\right) \Gamma\left(x, \tau_{\varepsilon}\right)=\delta(x) I
$$

In fact, by the light of Fourier transform, $\Gamma\left(x, \tau_{\varepsilon}\right)$ is given by

$$
\Gamma\left(x, \tau_{\varepsilon}\right)=\frac{1}{(2 \pi)^{n}} \int_{\mathbb{R}^{n}} L^{-1}\left(\xi, \tau_{\varepsilon}\right) e^{i x \xi} \mathrm{~d} \xi=\frac{1}{(2 \pi)^{n}} \int_{\mathbb{R}^{n}} \phi^{-1}\left(\xi, \tau_{\varepsilon}\right) L^{*}\left(\xi, \tau_{\varepsilon}\right) e^{i x \xi} \mathrm{~d} \xi
$$

where $L\left(\xi, \tau_{\varepsilon}\right)=\left(\tau_{\varepsilon}^{2}-L(\xi)\right)$ and $L^{*}\left(\xi, \tau_{\varepsilon}\right)$ is the adjoint of the matrix $L\left(\xi, \tau_{\varepsilon}\right)$, i.e., the transpose of the cofactor of $L\left(\xi, \tau_{\varepsilon}\right)$. It is easy to see that the matrix $\Gamma\left(x, \tau_{\varepsilon}\right) \in C^{\infty}\left(\mathbb{R}^{n} \backslash\right.$ $\{0\})$ and, together with all its derivatives, decay exponentially in $|x|$ as $|x| \rightarrow \infty$. Here we only consider the outgoing fundamental solution, denoted by $\Gamma(x, \omega)$, corresponding to the limit of $\Gamma\left(x, \tau_{\varepsilon}\right)$ as $+\varepsilon \rightarrow 0$. It was proved in [19] and [20] that the limit

$$
\lim _{+\varepsilon \rightarrow 0} \Gamma\left(x, \tau_{\varepsilon}\right)=\Gamma(x, \omega)
$$

exist for all $x \neq 0$ and the limit exists uniformly in $|x|>a>0$. On the other hand, for sufficiently large $|x|$, we have the following asymptotic formula

$$
\begin{equation*}
\Gamma(x, \omega)=\sum_{j}|x|^{-(n-1) / 2} R_{j} e^{i x \xi^{j}}+O\left(|x|^{-(n+1) / 2}\right) \tag{2.7}
\end{equation*}
$$

where $\xi^{j} \in S_{j}$ with $\vartheta\left(\xi^{j}\right) \| x$ and

$$
R_{j}(\eta):=R_{j}\left(\xi^{j}(\eta)\right)=(-1)^{j} \frac{c_{n}}{\sqrt{\aleph\left(\xi^{j}\right)\left|\nabla \phi\left(\xi^{j}, \omega\right)\right|}} L^{*}\left(\xi^{j}, \omega\right)
$$

where $\eta=x /|x|, c_{n}$ is a constant depending on $n$, and $\aleph\left(\xi^{j}\right)$ is the Gaussian curvature of $S_{j}$ at $\xi^{j}$. Furthermore, for any $y$ in a compact set and any multi-indices $\alpha, \beta$, we have that

$$
\begin{align*}
\partial_{x}^{\alpha} \partial_{y}^{\beta} \Gamma(x-y, \omega)= & \sum_{j}|x|^{-(n-1) / 2} R_{j}(\eta)\left(\xi^{j}\right)^{\alpha}\left(-\xi^{j}\right)^{\beta} e^{i(x-y) \xi^{j}} \\
& +O\left(|x|^{-(n+1) / 2}\right) \tag{2.8}
\end{align*}
$$

as $|x| \rightarrow \infty$.
Now we are ready the radiation condition for the anisotropic elasticity system $L(D, \omega)$. Let the function $u(x)$ be $C^{1}$ for large $|x|$, then $u(x)$ is said to satisfy the generalized Sommerfeld-Kupradze (outgoing) radiation conditions if

$$
\left\{\begin{array}{l}
u(x)=\sum_{j} u^{(j)}(x), \quad u^{(j)}=O\left(|x|^{-(n-1) / 2}\right),  \tag{2.9}\\
\partial_{l} u^{(j)}(x)-i \xi_{l}^{j} u^{(j)}(x)=O\left(|x|^{-(n+1) / 2}\right), \quad j, l=1, \ldots, n,
\end{array}\right.
$$

hold, where $\xi^{j} \in S_{j}$ satisfies $\vartheta\left(\xi^{j}\right) \| x$. When $u(x)$ is a vector or matrix function, we say that $u(x)$ satisfies (2.9) if each component of $u$ satisfies (2.9). It is easy to see that $\Gamma(x, \omega)$ satisfies the radiation conditions (2.9). Similar to the isotropic case, a function $u$ in $\mathbb{R}^{n} \backslash \bar{O}$ satisfying (2.9) has an integral representation formula, where $O$ is an open bounded smooth domain. More precisely, let $u \in H_{\mathrm{loc}}^{2}\left(\mathbb{R}^{n} \backslash \bar{O}\right) \cap C^{1}\left(\mathbb{R}^{n} \backslash \bar{O}\right)$ satisfy the radiation conditions (2.9) and $L(D, \omega) u$ be compactly supported, then

$$
\begin{align*}
u(x)= & \int_{\mathbb{R}^{n} \backslash \bar{O}} \Gamma(x-y, \omega) L\left(D_{y}, \omega\right) u(y) \mathrm{d} y+\int_{\partial O}\left\{\Gamma(x-y, \omega)\left[T\left(D_{y}, \eta(y)\right) u(y)\right]\right. \\
& \left.-\left[T\left(D_{y}, \eta(y)\right) \Gamma(x-y, \omega)\right]^{t} u(y)\right\} \mathrm{d} S \quad \forall x \in \mathbb{R}^{n} \backslash \bar{O} \tag{2.10}
\end{align*}
$$

and

$$
u(x)=\int_{\mathbb{R}^{n}} \Gamma(x-y, \omega) L\left(D_{y}, \omega\right) u(y) \mathrm{d} y \quad \forall x \in \mathbb{R}^{n}
$$

if $O=\emptyset$, where $T(D, \eta)$ is the boundary traction operator defined by

$$
(T(D, \eta))_{p r}=\sum_{q s} C_{p q r s} \eta_{q} \partial_{s}
$$

with $\eta=\left[\eta_{1}, \ldots, \eta_{n}\right]^{t}$ being the unit outer normal of $\partial O$ (see [19] and [20]).

## 3. The scattering problem in the whole space

In this section we would like to discuss the scattering problem for the inhomogeneous anisotropic elasticity system in the whole space. We aim to solve the following scattering problem

$$
\left\{\begin{array}{l}
\mathcal{L} u+\omega^{2} u=h \in L_{\text {comp }}^{2}\left(\mathbb{R}^{n}\right) \quad \text { in } \mathbb{R}^{n}  \tag{3.1}\\
u \text { satisfies the radiation conditions (2.9) }
\end{array}\right.
$$

where

$$
\mathcal{L} u=\operatorname{div}(C(x) \nabla u) .
$$

Throughout the paper, we assume that the elastic tensor $C(x)=\left(C_{p q r s}(x)\right) \in C^{1}\left(\mathbb{R}^{n}\right)$ satisfies the full symmetry properties

$$
\begin{equation*}
C_{p q r s}(x)=C_{q p r s}(x)=C_{r s p q}(x) \quad \forall p, q, r, s \text { and } x \in \mathbb{R}^{n} \tag{3.2}
\end{equation*}
$$

and the strong convexity condition, i.e., there exists a $\tilde{\delta}>0$ such that for all $x \in \mathbb{R}^{n}$ and symmetric matrix $E$

$$
\begin{equation*}
C(x) E \cdot E \geqslant \tilde{\delta}|E|^{2} \tag{3.3}
\end{equation*}
$$

Moreover, there exists a $R>0$ such that $C(x)=C$ for $|x|>R$, where $C$ is a homogeneous anisotropic elastic tensor. As mentioned in the Introduction, we suppose that the unique continuation property holds for any $H_{\text {loc }}^{2}\left(\mathbb{R}^{n}\right)$ solution $u(x)$ of $\mathcal{L} u+\omega^{2} u=0$.

We now formulate (3.1) in a weak sense. To this end, let us introduce a weighted Sobolev space. Let $\varrho=\left(1+|x|^{2}\right)^{-d / 2}$ with $d>1 / 2$ and the weighted inner product

$$
\langle f, g\rangle_{H^{1,-d}\left(\mathbb{R}^{n}\right)}=\langle\varrho f, \varrho g\rangle+\langle\varrho \nabla f, \varrho \nabla g\rangle \quad \text { for } f, g \in H_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right)
$$

Denote

$$
H^{1,-d}\left(\mathbb{R}^{n}\right)=\text { completion of } H^{1}\left(\mathbb{R}^{n}\right) \text { with respect to }\|\cdot\|_{H^{1,-d}\left(\mathbb{R}^{n}\right)}=\langle\cdot, \cdot\rangle_{H^{1,-d}\left(\mathbb{R}^{n}\right)}^{1 / 2}
$$

Definition 3.1. A function $u \in H^{1,-d}\left(\mathbb{R}^{n}\right)$ which is $C^{1}$ smooth for sufficiently large $|x|$ is called a scattering solution of (3.1) if $u$ satisfies the radiation conditions (2.9) and

$$
\forall \psi(x) \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right), \quad-F(u, \psi)+\omega^{2}\langle u, \psi\rangle=\langle h, \psi\rangle .
$$

Here the sesquilinear form $F(\cdot, \cdot)$ is defined by

$$
\begin{aligned}
F(u, v) & =\int_{\mathbb{R}^{n}} \sum_{p q r s} C_{p q r s}(x) \partial_{s} u_{r} \overline{\partial_{q} v_{p}} \mathrm{~d} x=\int_{\mathbb{R}^{n}} \sum_{p q} \sigma_{p q} \overline{\partial_{q} v_{p}} \mathrm{~d} x \\
& =\int_{\mathbb{R}^{n}} C(x) \varepsilon(u) \cdot \overline{\varepsilon(v)} \mathrm{d} x
\end{aligned}
$$

where $\varepsilon(u)_{p q}=(1 / 2)\left(\partial_{q} u_{p}+\partial_{p} u_{q}\right)$ is known as the strain tensor.
We will prove the existence of a scattering solution to (3.1) by the limiting absorption principle. To establish the limiting absorption principle, we first prove the uniqueness whose proof relies heavily on the radiation conditions and the unique continuation property.

Theorem 3.2. There exists at most one solution to (3.1).
Proof. It suffices show that a homogeneous solution of (3.1) is trivial, namely, any solution $u$ to (3.1) with $h=0$ must be zero. First of all, we show that a solution $u$ of (3.1) with $h=0$ decays at a rate of $|x|^{-(n+1) / 2}$ at infinity. The same phenomenon was proved for
the homogeneous anisotropic elasticity system in [19] and [20]. Since $h=0$, in light of Green's formula, we have

$$
\begin{equation*}
\int_{S_{R^{\prime}}}\{T(D, \eta(x)) u(x) \cdot \overline{u(x)}-u(x) \cdot \overline{T(D, \eta(x)) u(x)}\} \mathrm{d} S=0 \quad \forall R^{\prime}>R, \tag{3.4}
\end{equation*}
$$

where $S_{R^{\prime}}=\left\{|x|=R^{\prime}\right\}$ and $\eta=x /|x|$. With the identity (3.4) at hand, the same arguments given in [19, Lemma 12] and [20, Lemma 4.1] provide the proof of $u=O\left(|x|^{-(n+1) / 2}\right)$ as $|x| \rightarrow \infty$.

The decaying property of $u$ clearly implies

$$
u(x)=o\left(|x|^{-(n-1) / 2}\right) \quad \text { as }|x| \rightarrow \infty
$$

Let $\chi(x)=\chi(|x|) \in C^{\infty}\left(\mathbb{R}^{n}\right)$ satisfy

$$
\chi(x)= \begin{cases}0 & \text { in }|x| \leqslant R \\ 1 & \text { in }|x|>3 R / 2\end{cases}
$$

and set $v(x):=\chi(x) u(x)$. Then it is readily seen that $v(x) \in C^{\infty}\left(\mathbb{R}^{n}\right)$ satisfies

$$
\begin{equation*}
v(x)=o\left(|x|^{-(n-1) / 2}\right) \quad \text { as }|x| \rightarrow \infty \tag{3.5}
\end{equation*}
$$

and

$$
L(D, \omega)=\left(L(D)+\omega^{2} I\right) v(x)=g(x)
$$

where $\operatorname{supp}(g) \subseteq\{|x| \leqslant 3 R / 2\}$. Define the differential operator $L^{*}(D, \omega)$ with symbol $L^{*}(\xi, \omega)$. It is readily seen that

$$
L^{*}(D, \omega) L(D, \omega) v=\phi(D, \omega) v=L^{*}(D, \omega) g=: \tilde{g}
$$

where $\phi(D, \omega)$ is the differential operator (scalar) with symbol $\phi(\xi, \omega)$. Likewise, we have $\operatorname{supp}(\tilde{g}) \subseteq\{|x| \leqslant 3 R / 2\}$. Having conditions (2.5), (2.6) and the asymptotic behavior (3.5) in mind, we now apply Littman's result [14], which is a generalization of Rellich's result, to conclude that

$$
u(x)=v(x)=0 \quad \text { in }\{|x|>3 R / 2\} .
$$

Now using the unique continuation property, we get that $u(x) \equiv 0$ in $\mathbb{R}^{n}$.
Having obtained the uniqueness result, we can use the same method in [18] to prove the limiting absorption principle for the operator $\mathcal{L}$ in $\mathbb{R}^{n}$. In [18], the limiting absorption principle for $\mathcal{L}$ with Lipschitz elastic tensor in $\mathbb{R}^{2}$ were established. The method can be extended to $\mathbb{R}^{3}$ without essential modifications.

Theorem 3.3 (Limiting absorption principle). Let $\mathbb{C} \supset Q^{+}:=\left(\omega_{0}, \omega_{1}\right) \times i(0, \varepsilon)$, where $0<\omega_{0}<\omega_{1}$ and $\varepsilon>0$. Assume $h \in L_{\text {comp }}^{2}\left(\mathbb{R}^{n}\right)$. Then the map

$$
\mathcal{R}(\cdot): Q^{+} \rightarrow H^{1,-d}(\Omega)
$$

defined by $\mathcal{R}(z) h=(\mathcal{L}+z)^{-1} h$ is uniformly continuous.
By virtue of the limiting absorption principle, the solution of (3.1) is now given by

$$
\begin{equation*}
u=\left(\mathcal{L}+\omega^{2} I\right)^{-1} h:=\lim _{+\varepsilon \rightarrow 0}\left(\mathcal{L}+\left(\omega^{2}+i \varepsilon\right) I\right)^{-1} h \tag{3.6}
\end{equation*}
$$

where the limit exists in $H^{1,-d}\left(\mathbb{R}^{n}\right)$. Since $C(x) \in C^{1}\left(\mathbb{R}^{n}\right)$, in view of the elliptic regularity theorem (see [6] for example), we have that $u(x) \in H_{\mathrm{loc}}^{2}\left(\mathbb{R}^{n}\right)$.

## 4. The scattering problem in the presence of cracks

In this section we will face our target problem-the scattering problem in the exterior of the crack. Since the present paper is a continuation of [15], we will follow the notations used there. To describe the crack, we assume that $\widetilde{\Sigma} \subset \mathbb{R}^{n}$ is a $C^{2}$ closed Jordan curve $(n=2)$ or closed connected surface $(n=3)$ and $\Sigma \subset \widetilde{\Sigma}$ is an open curve or surface. When $n=3$ we suppose that the boundary $\partial \Sigma$ of $\Sigma$ is $C^{2}$. Here $\Sigma$ will be considered as a crack. We assume that $\Sigma \subset B_{R}$, namely, the crack lies in the inhomogeneous part. We can have several number of cracks. For this case our theory also works without any essential change. Let $\Omega_{-}$be the open subset of $\mathbb{R}^{n}$ with boundary $\widetilde{\Sigma}$ and $\Omega_{+}:=\mathbb{R}^{n} \backslash \bar{\Omega}_{-}$. The trace operator from $\Omega_{ \pm}$to $\widetilde{\Sigma}$ is denoted by $\gamma_{ \pm}$, respectively. The direction of the unit normal $v$ to $\widetilde{\Sigma}$ is directed into $\Omega_{+}$.

We now introduce two Sobolev spaces $\bar{H}^{k}(\Sigma)$ and $\dot{H}^{k}(\bar{\Sigma})$, which are subspaces of $H^{k}(\widetilde{\Sigma})$, defined by

$$
\bar{H}^{k}(\Sigma)=\left.H^{k}(\widetilde{\Sigma})\right|_{\Sigma}
$$

and

$$
u \in \dot{H}^{k}(\bar{\Sigma}) \quad \text { iff } u \in H^{k}(\widetilde{\Sigma}) \text { and } \operatorname{supp}(u) \subseteq \bar{\Sigma}
$$

respectively. To deal with the exterior problem, we also need a weighted Sobolev space in the cracked domain $\Omega:=\mathbb{R}^{n} \backslash \bar{\Sigma}$

$$
\begin{gathered}
H^{1,-d}(\Omega):=\left\{u \in \mathfrak{D}^{\prime}\left(\mathbb{R}^{n}\right): u_{ \pm}:=\left.u\right|_{\Omega_{ \pm}}, \text {where }\left.u_{-} \in H^{1}\left(\mathbb{R}^{n}\right)\right|_{\Omega_{-}}, u_{+} \in H^{1,-d}\left(\Omega_{+}\right)\right. \\
\left.[u]:=\gamma_{+} u_{+}-\gamma_{-} u_{-}=0 \text { on } \widetilde{\Sigma} \backslash \bar{\Sigma}\right\}
\end{gathered}
$$

where $\|u\|_{H^{1,-d}(\Omega)}:=\left\|u_{-}\right\|_{H^{1}\left(\Omega_{-}\right)}+\left\|u_{+}\right\|_{H^{1,-d}\left(\Omega_{+}\right)}$and $H^{1,-d}\left(\Omega_{+}\right):=\left.H^{1,-d}\left(\mathbb{R}^{n}\right)\right|_{\Omega_{+}}$. Also, we define

$$
\begin{gathered}
H^{1}(\Omega):=\left\{u \in \mathfrak{D}^{\prime}\left(\mathbb{R}^{n}\right): u_{ \pm}:=\left.u\right|_{\Omega_{ \pm}}, \text {where } u_{-} \in H^{1}\left(\Omega_{-}\right), u_{+} \in H^{1}\left(\Omega_{+}\right)\right. \\
\left.[u]:=\gamma_{+} u_{+}-\gamma_{-} u_{-}=0 \text { on } \widetilde{\Sigma} \backslash \bar{\Sigma}\right\}
\end{gathered}
$$

and

$$
H_{\text {comp }}^{1}(\Omega):=\left\{u \in H^{1}(\Omega) \text { and } \operatorname{supp}(u) \text { is compact }\right\} .
$$

Now we consider the scattering problem in the exterior of the crack

$$
\left\{\begin{array}{l}
\mathcal{L} v+\omega^{2} v=f \quad \text { in } \Omega  \tag{4.1}\\
T(D, v) v=0 \quad \text { on } \Sigma \\
v \text { satisfies the radiation conditions }
\end{array}\right.
$$

where $f \in L_{\text {comp }}^{2}(\Omega)$ and the traction operator $T$ is defined in terms of $C(x)$ and $T(D, v) v=0$ is interpreted as $T(D, v) v=\gamma_{-} T(D, v) v=\gamma_{+} T(D, v) v=0$. In the weak formulation, solving (4.1) is equivalent to finding $v \in H^{1,-d}(\Omega)$ such that

$$
\left\{\begin{array}{l}
-F_{\Omega}(v, \psi)+\omega^{2}\langle v, \psi\rangle=\langle f, \psi\rangle \quad \forall \psi \in H_{\mathrm{comp}}^{1}(\Omega),  \tag{4.2}\\
v \text { satisfies the radiation conditions }
\end{array}\right.
$$

where

$$
F_{\Omega}(v, \psi)=\int_{\Omega} C(x) \varepsilon(v) \cdot \overline{\varepsilon(\psi)} \mathrm{d} x
$$

Note that by the standard elliptic regularity theorem, $v$ possesses enough smoothness to make sense of the radiation conditions. Also, the condition $\left.T(D, v) v\right|_{\Sigma}=0$ is implicitly enforced in (4.2). The task now is to prove the uniqueness and existence of $v$ to (4.2). We begin with the uniqueness.

Theorem 4.1. There exists at most one solution to (4.2).
Proof. The proof of this theorem is similar to that of Theorem 3.2. We will show that if $f=0$ then $v=0$ in $\Omega$. Choosing $\widetilde{R}>R$ and using Green's formula given in [15] (see the formula (A.1) there) over $B_{\widetilde{R}} \backslash \bar{\Sigma}$, we can derive that

$$
\begin{aligned}
0 & =\int_{B_{\widetilde{R}} \backslash \Sigma}\left\{\bar{v}\left(\mathcal{L}+\omega^{2}\right) v-v \overline{\left(\mathcal{L}+\omega^{2}\right) v}\right\} \mathrm{d} x=\int_{B_{\widetilde{R}} \backslash \Sigma}\{\bar{v} \mathcal{L} v-v \overline{\mathcal{L} v}\} \mathrm{d} x \\
& =\int_{S_{\widetilde{R}}}\{T(D, \eta) v(x) \cdot \overline{v(x)}-v(x) \cdot \overline{T(D, \eta) v(x)}\} \mathrm{d} S-\int_{\Sigma}[T(D, v) v] \gamma_{+} \bar{v} \mathrm{~d} S
\end{aligned}
$$

$$
\begin{align*}
& -\int_{\Sigma} \gamma_{-} T(D, v) v[\bar{v}] \mathrm{d} S+\int_{\Sigma}[\overline{T(D, v) v}] \gamma_{+} v \mathrm{~d} S \\
& +\int_{\Sigma} \gamma_{-} \overline{T(D, v) v}[v] \mathrm{d} S . \tag{4.3}
\end{align*}
$$

Here we want to remark that the traction operator $T$ is defined in terms of the inhomogeneous elastic tensor $C(x)$, which is homogeneous on $\Gamma_{\widetilde{R}}$ for all $\widetilde{R}>R$. Taking advantage of $T(D, v) v=0$ on $\Sigma$, we obtain from (4.3) that

$$
\int_{S_{\widetilde{R}}}\{T(D, \eta) v(x) \cdot \overline{v(x)}-v(x) \cdot \overline{T(D, \eta) v(x)}\} \mathrm{d} S=0
$$

which is the same integral as (3.4). Using the arguments in [19, Lemma 12] and [20, Lemma 4.1] again, we have $v=O\left(|x|^{-(n+1) / 2}\right)$ as $|x| \rightarrow \infty$. Now combining Littman's theorem and the unique continuation property, we conclude that $v=0$ in $\Omega$.

We now turn our attention to the existence of (4.2). The line of argument is to reduce the exterior scattering problem to an interior problem. The idea is due to Lax and Phillips [13]. Let $U_{h}(x) \in H^{1,-d}\left(\mathbb{R}^{n}\right)$ be the solution of (3.1) with right-hand side $h \in L_{\text {comp }}^{2}\left(\mathbb{R}^{n}\right)$ and $\operatorname{supp}(h) \subset \overline{B_{R_{1}}}$ for some $R_{1}>0$. Define

$$
V(x)=U_{h}(x)-\varphi(x) W(x),
$$

where $\varphi(x) \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ equals 1 in a neighborhood of $\Sigma$ and zero in $\mathbb{R}^{n} \backslash B_{R_{1}}$. Then we can deduce that

$$
\mathcal{L} V+\omega^{2} V=h-\left(\mathcal{L}+\omega^{2}\right)(\varphi W)
$$

Therefore, $V$ is a scattering solution of (4.2) if $W$ solves

$$
\left\{\begin{array}{l}
f=h-\left(\mathcal{L}+\omega^{2}\right)(\varphi W) \quad \text { in } B_{R_{1}} \backslash \bar{\Sigma},  \tag{4.4}\\
T(D, v) U_{h}=T(D, v) W \quad \text { on } \Sigma, \quad W=0 \quad \text { on } S_{R_{1}}
\end{array}\right.
$$

Note that the problem (4.4) is interpreted in the weak sense.
The idea now is to relate $W$ to $h$. There are many ways to do this. Here we choose $W$ to be the solution of

$$
\left\{\begin{array}{l}
\mathcal{L} W=0 \quad \text { in } B_{R_{1}} \backslash \bar{\Sigma}  \tag{4.5}\\
T(D, v) W=T(D, v) U_{h} \quad \text { on } \Sigma, \quad W=0 \quad \text { on } S_{R_{1}}
\end{array}\right.
$$

As usual, (4.5) is understood in the weak sense. The well-posedness of (4.5) was already proved in [15] and we have that $W \in H^{1}\left(B_{R_{1}} \backslash \bar{\Sigma}\right)$, where

$$
\begin{gathered}
H^{1}\left(B_{R_{1}} \backslash \bar{\Sigma}\right):=\left\{u \in \mathfrak{D}^{\prime}\left(B_{R_{1}}\right): u_{ \pm}:=\left.u\right|_{\Omega_{ \pm}}, \text {where } u_{-} \in H^{1}\left(\Omega_{-}\right), u_{+} \in H^{1}\left(B_{\left.R_{1} \backslash \overline{\Omega_{-}}\right)}\right)\right. \\
\left.[u]:=\gamma_{+} u_{+}-\gamma_{-} u_{-}=0 \text { on } \widetilde{\Sigma} \backslash \bar{\Sigma}\right\} .
\end{gathered}
$$

It is easy to see that the map $Q: h \rightarrow\left(\mathcal{L}+\omega^{2}\right)(\varphi W)$ is linear and determined by the compositions

$$
\begin{equation*}
\left.h \rightarrow U_{h} \rightarrow T(D, v) U_{h}\right|_{\Sigma} \rightarrow W \rightarrow\left(\mathcal{L}+\omega^{2}\right)(\varphi W) \tag{4.6}
\end{equation*}
$$

We observe that

$$
\left(\mathcal{L}+\omega^{2}\right)(\varphi W)=\varphi \mathcal{L} W+[\mathcal{L}, \varphi] W+\omega^{2} \varphi=[\mathcal{L}, \varphi] W+\omega^{2} \varphi W
$$

where $[\mathcal{L}, \varphi]$ is the commutator of $\mathcal{L}$ and $\varphi$. It should be noted that $[\mathcal{L}, \varphi]$ contains only first derivatives. Recall that $U_{h} \in H_{\mathrm{loc}}^{2}\left(\mathbb{R}^{n}\right)$. Thus, the spaces associated with the compositions (4.6) are

$$
L^{2}\left(B_{R_{1}}\right) \rightarrow H^{2}\left(B_{R_{1}}\right) \hookrightarrow H^{1}\left(B_{R_{1}}\right) \rightarrow \bar{H}^{-1 / 2}(\Sigma) \rightarrow H^{1}\left(B_{R_{1}} \backslash \bar{\Sigma}\right) \rightarrow L^{2}\left(B_{R_{1}}\right) .
$$

From the compact embedding property of $H^{2}\left(B_{R_{1}}\right) \hookrightarrow H^{1}\left(B_{R_{1}}\right)$, we get: $Q: L^{2}\left(B_{R_{1}}\right) \rightarrow$ $L^{2}\left(B_{R_{1}}\right)$ is compact. In turn, it remains to solve the Fredholm-type equation in $L^{2}\left(B_{R_{1}}\right)$

$$
\begin{equation*}
(I-Q) h=f \tag{4.7}
\end{equation*}
$$

Therefore, to complete the proof of existence, we only need to show the injectivity of $(I-Q)$.

So if $f=0$, then $V$ solves (4.2) with homogeneous data. By virtue of Theorem 4.1, we have that $V \equiv 0$ in $\Omega$ and therefore, $U_{h}=\varphi W$ in $B_{R_{1}} \backslash \bar{\Sigma}$. Since $\varphi(x)$ is 1 near $\Sigma$, $U_{h}=W$ near $\Sigma$, namely, $W$ is $H^{2}$ near $\Sigma$. It turns out $W$ solves

$$
\mathcal{L} W=0 \quad \text { in } B_{R_{1}}, \quad W=0 \quad \text { on } S_{R_{1}}
$$

Consequently, $W$ is trivial and hence $h=f+\left(\mathcal{L}+\omega^{2}\right)(\varphi W)=0$ in $B_{R_{1}}$. Since $h \in$ $L_{\text {comp }}^{2}\left(\mathbb{R}^{n}\right)$ and $\operatorname{supp}(h) \subset \overline{B_{R_{1}}}$, we have $h \equiv 0$. Thus, we have shown that

Theorem 4.2. There exists a solution to (4.2).

## 5. Inverse problem

This section is devoted to the study of the inverse problem. We first precisely formulate the inverse problem we have in mind. Let $v_{f}$ be the scattering solution of (4.1) for $f \in$ $L_{\text {comp }}^{2}(\Omega)$. We can write

$$
v_{f}(x)=\mathcal{G} f(x):=\int_{\Omega} G_{\Sigma}(x, y, \omega) f(y) \mathrm{d} y
$$

where $G_{\Sigma}(x, y, \omega)$ is called the outgoing Green's function. It is clear that the integral operator $\mathcal{G}$ maps $L_{\text {comp }}^{2}(\Omega)$ to $H^{1,-d}(\Omega)$. In this paper we consider the following inverse problem

Inverse Problem. Identify $\Sigma$ from $G_{\Sigma}(x, y, \omega)$ for $x, y \in S_{R}$ at a fixed $\omega>0$.
As stated in the introduction, we are concerned with giving reconstruction formulas for this inverse problem. A reconstruction algorithm of our method will be given at the end of this section.

### 5.1. Near-field measurements to the Dirichlet-to-Neumann map

The first step in our method for this inverse problem is to convert the near-field measurement at a fixed energy to the Dirichlet-to-Neumann map, or the displacement-to-traction map, on $S_{R}$. In order to do so, we would like to extend the mapping property of $\mathcal{G}$. More precisely, we will show that $\mathcal{G}$ maps $H_{\text {comp, } \Sigma}^{-1}(\Omega)$ to $H^{1,-d}(\Omega)$, where

$$
H_{\text {comp }, \Sigma}^{-1}(\Omega):=\left\{u \in\left(H_{\text {comp }}^{1}(\Omega)\right)^{*}: \operatorname{supp}(u) \text { is compact and } \operatorname{supp}(u) \cap \bar{\Sigma}=\emptyset\right\} .
$$

The proof of this fact is based on the following a priori estimate.
Lemma 5.1. Let $u \in H^{1,-d}(\Omega)$ satisfy $T(D, v) u=0$ on $\Sigma$, the radiation conditions (2.9), and $f:=\left(\mathcal{L}+\omega^{2}\right) u \in\left(H_{\text {comp }}^{1}(\Omega)\right)^{*}$. Then there exists a constant $c>0$ such that

$$
\begin{equation*}
\|u\|_{H^{1,-d}(\Omega)} \leqslant c\left(\|f\|_{\left(H_{\mathrm{comp}}^{1}(\Omega)\right)^{*}}+\|u\|_{L^{2,-d}(\Omega)}\right) \tag{5.1}
\end{equation*}
$$

where $\|u\|_{L^{2,-d}(\Omega)}^{2}=\int_{\Omega}|\rho u|^{2} \mathrm{~d} x$.
Proof. This lemma can be proved by straightforward computations. Indeed, let $\chi(r) \in$ $C_{0}^{\infty}(\mathbb{R})$ with $0 \leqslant \chi \leqslant 1$ satisfy

$$
\chi(r)= \begin{cases}1 & r \leqslant 1 \\ 0 & r \geqslant 2\end{cases}
$$

and define $\chi_{\varepsilon}(r)=\chi(\varepsilon r)$. In what follows we denote $|x|=r$. It is readily seen that $\left(1+r^{2}\right)^{-d} \chi_{\varepsilon}(r)^{2} u \in H_{\text {comp }}^{1}(\Omega)$. Therefore, using the weak formulation we have that

$$
\begin{align*}
\left\langle f,\left(1+r^{2}\right)^{-d} \chi_{\varepsilon}^{2} u\right\rangle= & -\int_{\Omega} C(x) \varepsilon(u) \cdot \varepsilon\left(\left(1+r^{2}\right)^{-d} \chi_{\varepsilon}^{2} \bar{u}\right) \mathrm{d} x \\
& +\int_{\Omega} \omega^{2} u \cdot\left(1+r^{2}\right)^{-d} \chi_{\varepsilon}^{2} \bar{u} \mathrm{~d} x . \tag{5.2}
\end{align*}
$$

We now treat the first term on the right side of (5.2). Observe that

$$
\begin{align*}
& C(x) \varepsilon(u) \cdot \varepsilon\left(\left(1+r^{2}\right)^{-d} \chi_{\varepsilon}^{2} \bar{u}\right) \\
&= C(x) \varepsilon(u) \cdot\left(\left(1+r^{2}\right)^{-d / 2} \chi_{\varepsilon}\right) \varepsilon\left(\left(1+r^{2}\right)^{-d / 2} \chi_{\varepsilon} \bar{u}\right) \\
&+C(x) \varepsilon(u) \cdot \frac{1}{2}\left[\nabla\left(\left(1+r^{2}\right)^{-d / 2} \chi_{\varepsilon}\right) \otimes\left(1+r^{2}\right)^{-d / 2} \chi_{\varepsilon} \bar{u}\right. \\
&\left.+\left(1+r^{2}\right)^{-d / 2} \chi_{\varepsilon} \bar{u} \otimes \nabla\left(\left(1+r^{2}\right)^{-d / 2} \chi_{\varepsilon}\right)\right] \\
&= C(x) \varepsilon\left(\left(1+r^{2}\right)^{-d / 2} \chi_{\varepsilon} u\right) \cdot \varepsilon\left(\left(1+r^{2}\right)^{-d / 2} \chi_{\varepsilon} \bar{u}\right) \\
&-C(x)\left\{\frac{1}{2}\left[\nabla\left(\left(1+r^{2}\right)^{-d / 2} \chi_{\varepsilon}\right) \otimes u+u \otimes \nabla\left(\left(1+r^{2}\right)^{-d / 2} \chi_{\varepsilon}\right)\right]\right\} \\
& \times\left\{\left(1+r^{2}\right)^{-d / 2} \chi_{\varepsilon} \varepsilon(\bar{u})+\frac{1}{2}\left[\nabla\left(\left(1+r^{2}\right)^{-d / 2} \chi_{\varepsilon}\right) \otimes u+u \otimes \nabla\left(\left(1+r^{2}\right)^{-d / 2} \chi_{\varepsilon}\right)\right]\right\} \\
&+C(x) \varepsilon(u) \cdot \frac{1}{2}\left[\nabla\left(\left(1+r^{2}\right)^{-d / 2} \chi_{\varepsilon}\right) \otimes\left(1+r^{2}\right)^{-d / 2} \chi_{\varepsilon} \bar{u}\right. \\
&\left.+\left(1+r^{2}\right)^{-d / 2} \chi_{\varepsilon} \bar{u} \otimes \nabla\left(\left(1+r^{2}\right)^{-d / 2} \chi_{\varepsilon}\right)\right] . \tag{5.3}
\end{align*}
$$

In view of the strong convexity condition and Korn's inequality, we get that

$$
\begin{align*}
& \int_{\Omega} C(x) \varepsilon\left(\left(1+r^{2}\right)^{-d / 2} \chi_{\varepsilon} u\right) \cdot \varepsilon\left(\left(1+r^{2}\right)^{-d / 2} \chi_{\varepsilon} \bar{u}\right) \mathrm{d} x \\
& \quad \geqslant c_{1} \int_{\Omega}\left|\nabla\left(\left(1+r^{2}\right)^{-d / 2} \chi_{\varepsilon} u\right)\right|^{2} \mathrm{~d} x-c_{2} \int_{\Omega}\left(1+r^{2}\right)^{-d} \chi_{\varepsilon}^{2}|u|^{2} \mathrm{~d} x \tag{5.4}
\end{align*}
$$

for some positive constants $c_{1}$ and $c_{2}$. It should be noted that Korn's inequality holds in the cracked domain $\Omega$ because of our assumptions on $\Sigma$. It is useful to compute

$$
\begin{equation*}
\nabla\left(\left(1+r^{2}\right)^{-d / 2} \chi_{\varepsilon} u\right)=u \otimes \nabla\left(\left(1+r^{2}\right)^{-d / 2} \chi_{\varepsilon}\right)+\left(1+r^{2}\right)^{-d / 2} \chi_{\varepsilon} \nabla u \tag{5.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla\left(\left(1+r^{2}\right)^{-d / 2} \chi_{\varepsilon}\right)=-d\left(1+r^{2}\right)^{-d / 2-1} x \chi_{\varepsilon}+\left(1+r^{2}\right)^{-d / 2} \nabla \chi_{\varepsilon} \tag{5.6}
\end{equation*}
$$

On the other hand, we can see that

$$
\begin{equation*}
\left|\left\langle f,\left(1+r^{2}\right)^{-d} \chi_{\varepsilon}^{2} u\right\rangle\right| \leqslant\|f\|_{\left(H_{\text {comp }}^{1}(\Omega)\right)^{*}}\left\|\left(1+r^{2}\right)^{-d} \chi_{\varepsilon}^{2} u\right\|_{H^{1}(\Omega)} . \tag{5.7}
\end{equation*}
$$

To obtain the estimate (5.1)-(5.7), use the inequality

$$
\begin{equation*}
|a b| \leqslant \tilde{\varepsilon}|a|^{2}+\frac{1}{4 \tilde{\varepsilon}}|b|^{2} \tag{5.8}
\end{equation*}
$$

for small constant $\tilde{\varepsilon}>0$, and let $\varepsilon \rightarrow 0$. Note that all terms containing $\nabla \chi_{\varepsilon}$ will tend to zero as $\varepsilon \rightarrow 0$.

Now we can prove that
Theorem 5.2. There exists one and only one scattering solution of (4.1) for any $f \in$ $H_{\text {comp }, \Sigma}^{-1}(\Omega)$.

Proof. The uniqueness has been shown in Section 4. So we focus on the existence. It is easy to see that $H_{\text {comp, } \Sigma}^{-1}(\Omega) \subset H_{\text {comp }}^{-1}\left(\mathbb{R}^{n}\right)$. Thus, if $f \in H_{\text {comp, } \Sigma}^{-1}(\Omega)$, then there exist a sequence of functions $f_{j} \in L_{\text {comp }}^{2}(\Omega)$ such that

$$
f_{j} \rightarrow f \quad \text { in }\left(H_{\text {comp }}^{1}(\Omega)\right)^{*} .
$$

Denote $v_{j} \in H^{1,-d}(\Omega)$ be the scattering solution of (4.1) associated with $f_{j}$. Note that $v_{j}$ exists from the results in Section 4.

Claim. $\sup _{j}\left\|v_{j}\right\|_{H^{1,-d}(\Omega)}<\infty$.
We assume the claim for this moment. Observe that the embedding $H^{1,-d}(\Omega) \rightarrow$ $L^{2,-d^{\prime}}(\Omega)$ is compact for any $1 / 2<d<d^{\prime}$. To see why this is true, we use the usual Rellich's theorem for $H^{1}\left(\Omega_{-}\right)$and the compact embedding result for the weighted Sobolev space $H^{1,-d}\left(\Omega_{+}\right)$in [4]. Therefore, there exist $v \in L^{2,-d^{\prime}}(\Omega)$ and a subsequence of $\left\{v_{j}\right\}$, still denoted by $\left\{v_{j}\right\}$, such that

$$
\left\|v_{j}-v\right\|_{L^{2,-d^{\prime}}(\Omega)} \rightarrow 0
$$

By the a priori estimate (5.1), we see that $\left\{v_{j}\right\}$ is a Cauchy sequence in $H^{1,-d^{\prime}}(\Omega)$. So, $v \in H^{1,-d^{\prime}}(\Omega)$ and $v_{j} \rightarrow v$ in $H^{1,-d^{\prime}}(\Omega)$. To verify that $v$ is a scattering solution, we recall the weak formulation for $v_{j}$

$$
-F_{\Omega}\left(v_{j}, \psi\right)+\omega^{2}\left\langle v_{j}, \psi\right\rangle=\left\langle f_{j}, \psi\right\rangle \quad \forall \psi \in H_{\text {comp }}^{1}(\Omega)
$$

Taking $j \rightarrow \infty$ yields that $v$ satisfies

$$
-F_{\Omega}(v, \psi)+\omega^{2}\langle v, \psi\rangle=\langle f, \psi\rangle \quad \forall \psi \in H_{\mathrm{comp}}^{1}(\Omega)
$$

It remains to show that $v$ satisfies the radiation conditions (2.9). To this end, we choose a cut-off function $\varphi \in C^{\infty}\left(\mathbb{R}^{n}\right)$ such that

$$
\varphi(x)= \begin{cases}0 & |x|<R^{\prime} \\ 1 & |x|>R^{\prime}+1\end{cases}
$$

where $R^{\prime}>0$ is large enough so that $\overline{B_{R} \cup \bigcup_{j} \operatorname{supp}\left(f_{j}\right)} \subset B_{R^{\prime}}$. Note that $\bigcup_{j} \operatorname{supp}\left(f_{j}\right)$ is a bounded set. We now have that

$$
\varphi v_{j}=\int_{\mathbb{R}^{n}} \Gamma(x-y, \omega) g_{j}(y) \mathrm{d} y
$$

where $g_{j}(y):=g_{j}\left(v_{j}, \nabla v_{j}, \nabla \varphi, \nabla^{2} \varphi\right)(y)$ is supported in $K:=\left\{R^{\prime} \leqslant|x| \leqslant R^{\prime}+1\right\}$ and $g_{j} \rightarrow g$ in $L^{2}(K)$. Therefore, letting $j \rightarrow \infty$, we get that

$$
\varphi v=\int_{\mathbb{R}^{n}} \Gamma(x-y, \omega) g(y) \mathrm{d} y
$$

which implies that $v$ satisfies the radiation conditions.
To complete the proof, we need to prove the claim. Assume the claim is false, namely, there exist a subsequence $\left\{v_{j}\right\}$ such that $\lim _{j}\left\|v_{j}\right\|_{H^{1,-d}(\Omega)}=\infty$. Set $w_{j}=$ $v_{j} /\left\|v_{j}\right\|_{H^{1,-d}(\Omega)}$ and thus $\left\|w_{j}\right\|_{H^{1,-d}(\Omega)}=1$. Using the compactness theorem, we can find a subsequence of $\left\{w_{j}\right\}$, denoted by $\left\{w_{j}\right\}$ as usual, such that $w_{j} \rightarrow w$ in $L^{2,-d^{\prime}}(\Omega)$ and $w \in L^{2,-d^{\prime}}(\Omega)$ for $1 / 2<d<d^{\prime}$. By same arguments as above, we get that $w \in H^{1,-d^{\prime}}(\Omega)$ and $w$ is a radiation solution with zero source term (since $f_{j} /\left\|v_{j}\right\|_{H^{1,-d}(\Omega)} \rightarrow 0$ ). By the uniqueness, $w \equiv 0$ and we have the contradiction.

We are ready to show that the Dirichlet-to-Neumann map on $S_{R}$ can be constructed by the measurements $G_{\Sigma}(x, y, \omega)$ for all $x, y \in S_{R}$ and one fixed $\omega>0$. Similar arguments are also used in [10] (or [8]). Define the Dirichlet-to-Neumann map $\Lambda_{\Sigma}: H^{1 / 2}\left(S_{R}\right) \rightarrow$ $H^{-1 / 2}\left(S_{R}\right)$ by

$$
\Lambda_{\Sigma}(g)=\left.T(D, \eta) v\right|_{S_{R}}
$$

where $v$ is the solution of

$$
\left\{\begin{array}{l}
\left(\mathcal{L}+\omega^{2}\right) v=0 \quad \text { in } B_{R} \backslash \bar{\Sigma}  \tag{5.9}\\
T(D, v) v=0 \quad \text { on } \Sigma \\
v=g \in H^{1 / 2}\left(S_{R}\right) \quad \text { on } S_{R}
\end{array}\right.
$$

To make sure that $\Lambda_{\Sigma}$ is well defined, we assume that the boundary value problem (5.9) with $g=0$ has only trivial solution. On the other hand, let $v^{e}$ be the solution of

$$
\left\{\begin{array}{l}
\left(L+\omega^{2}\right) v^{e}=0 \quad \text { in } \mathbb{R}^{n} \backslash \overline{B_{R}} \\
v^{e}=g \quad \text { on } S_{R} \\
v^{e} \text { satisfies the radiation conditions, }
\end{array}\right.
$$

where $L$ denotes the operator $\mathcal{L}$ with homogeneous elastic tensor $C$ (see (2.3)). Define

$$
\Lambda^{e}(g)=\left.T(D, \eta) v^{e}\right|_{S_{R}}
$$

Now given $g \in H^{1 / 2}\left(S_{R}\right)$, we can define $M_{g} \in H_{\text {comp, } \Sigma}^{-1}(\Omega)$ by

$$
\left\langle M_{g}, \phi\right\rangle=\left\langle g, \phi \mid S_{R}\right\rangle \quad \forall \phi \in H_{\mathrm{comp}}^{1}(\Omega) .
$$

Let $v_{g}$ be the scattering solution of (4.1) with the source term $-M_{g}$. Define

$$
\Psi g=\left.v_{g}\right|_{S_{R}}
$$

Formally, $\Psi g$ is given by

$$
\Psi g(x)=-\int_{\Omega} G_{\Sigma}(x, y, \omega) M_{g}(y) \mathrm{d} y=-\int_{S_{R}} G_{\Sigma}(x, y, \omega) g(y) \mathrm{d} S_{R}, \quad x \in S_{R}
$$

The following lemma plays a key role in constructing the Dirichlet-to-Neumann map from the near-field measurement.

## Lemma 5.3.

(i) $\Lambda_{\Sigma}-\Lambda^{e}: H^{1 / 2}\left(S_{R}\right) \rightarrow H^{-1 / 2}\left(S_{R}\right)$ is injective.
(ii) $\left(\Lambda_{\Sigma}-\Lambda^{e}\right) \Psi=I$.

Proof. (i) This is an easy consequence of the uniqueness for the scattering solution. So we aim to prove (ii). From the definition of $v_{g}$, we obtain that

$$
\begin{align*}
\left\langle g,\left.\phi\right|_{S_{R}}\right\rangle & =\left\langle M_{g}, \phi\right\rangle=\int_{\Omega}\left(C(x) \varepsilon\left(v_{g}\right) \cdot \varepsilon(\bar{\phi})-\omega^{2} v_{g} \bar{\phi}\right) \mathrm{d} x \\
& =\left(\int_{B_{R} \backslash \bar{\Sigma}}+\int_{\mathbb{R}^{n} \backslash B_{R}}\right)\left(C(x) \varepsilon\left(v_{g}\right) \cdot \varepsilon(\bar{\phi})-\omega^{2} v_{g} \bar{\phi}\right) \mathrm{d} x \\
& =\left\langle\Lambda_{\Sigma}\left(v_{g} \mid S_{R}\right),\left.\phi\right|_{S_{R}}\right\rangle-\left\langle\Lambda^{e}\left(v_{g} \mid S_{R}\right),\left.\phi\right|_{S_{R}}\right\rangle \\
& =\left\langle\left(\Lambda_{\Sigma}-\Lambda^{e}\right) \Psi g,\left.\phi\right|_{S_{R}}\right\rangle \tag{5.10}
\end{align*}
$$

In deriving (5.10), we have used the variational formulations of $\Lambda_{\Sigma}$ and $\Lambda^{e}$.

It is clear that $\Psi$ is determined by $G_{\Sigma}(x, y, \omega)$ for all $x, y, \in S_{R}$. Therefore, in view of Lemma 5.3, we can construct $\Lambda_{\Sigma}$ by near-field measurements $G_{\Sigma}(x, y, \omega)$ for $x, y \in S_{R}$ using the formula

$$
\begin{equation*}
\Lambda_{\Sigma}=\Lambda^{e}-\Psi^{-1} \tag{5.11}
\end{equation*}
$$

### 5.2. Identifying the crack from the Dirichlet-to-Neumann map

Having the Dirichlet-to-Neumann map $\Lambda_{\Sigma}$, we now want to construct $\Sigma$ from it. For this part of inverse problem, we will use the same ideas as in [15].

To begin, let $r:=\left\{r(t) \in \overline{B_{R}}: 0 \leqslant t \leqslant 1\right\}$ be a non-selfintersecting continuous curve joining $r(0), r(1) \in \Gamma$ with $r(t) \in B_{R}$ for $0<t<1$. This curve $r$ is called a needle. Define

$$
T(r, \Sigma):=\sup \{t: 0<t<1, r(s) \notin \bar{\Sigma} \text { for } 0<s<t\} .
$$

Physically, $T(r, \Sigma)$ can be interpreted as the first hitting time of the needle $r$ to $\Sigma$. It is clear that if $T(r, \Sigma)=1$ then the needle $r$ does not touch the crack $\Sigma$. For any given needle $r$, we would like to find a characterization of $T(r, \Sigma)$. To do so, we define the indicator function $I(t, r)$ by

$$
\begin{equation*}
I(t, r):=\lim _{j \rightarrow \infty}\left\langle g_{j},\left(\Lambda_{\emptyset}-\Lambda_{\Sigma}\right) g_{j}\right\rangle \tag{5.12}
\end{equation*}
$$

where $\Lambda_{\emptyset}$ is the Dirichlet-to-Neumann map in the absence of cracks. The Dirichlet data $g_{j}$ requires further explanations. Assume that $\omega^{2}$ is not a Dirichlet eigenvalue of $\mathcal{L}$ in $B_{R}$. Let $v_{j} \in H^{1}\left(B_{R}\right)(j \in \mathbb{N})$ satisfy

$$
\left\{\begin{array}{l}
\left(\mathcal{L}+\omega^{2}\right) v_{j}=0 \quad \text { in } B_{R},  \tag{5.13}\\
v_{j} \rightarrow G(\cdot, r(t))(j \rightarrow \infty) \quad \text { in } H_{\mathrm{loc}}^{1}\left(B_{R} \backslash r_{t}\right),
\end{array}\right.
$$

where $r_{t}:=\{r(s): 0<s \leqslant t\}$. Here the distribution $G\left(\cdot, x^{0}\right)$ in $x^{0} \in B_{R}$ satisfies

$$
\left(\mathcal{L}+\omega^{2}\right) G\left(\cdot, x^{0}\right)+\delta\left(x-x^{0}\right) b=0
$$

and

$$
\left(G\left(\cdot, x^{0}\right)-E\left(\cdot, x^{0}\right) b\right)_{x^{0} \in B_{R}} \text { is bounded in } H^{1}\left(B_{R}\right),
$$

where $0 \neq b \in \mathbb{C}$ and the distribution $E\left(x, x^{0}\right)$ in $x^{0} \in \mathbb{R}^{n}$ satisfies

$$
\left(\mathcal{L}_{C\left(x^{0}\right)}+\omega^{2}\right) E\left(x, x^{0}\right)+\delta\left(x-x^{0}\right) I=0
$$

Note that $C\left(x^{0}\right)$ is a homogeneous elastic tensor with $C(x)=C\left(x^{0}\right)$ for all $x \in \mathbb{R}^{n}$. The existence of $v_{j}$ is guaranteed by the Runge approximation property which is an easy consequence of the unique continuation property. The existence of $G\left(\cdot, x^{0}\right)$ can be proved by the same method in [8] or [9]. Now the Dirichlet data $g_{j}$ is given by

$$
g_{j}=v_{j} \mid S_{R}
$$

To further study the indicator function $I(t, r)$, we would like to rewrite it in an integral form containing the so-called reflected solution defined as follows. Let $u_{j} \in H^{1}\left(B_{R} \backslash \bar{\Sigma}\right)$ be the solution of

$$
\left\{\begin{array}{l}
\left(\mathcal{L}+\omega^{2}\right) u_{j}=0 \text { in } B_{R} \backslash \bar{\Sigma}, \\
T(D, v) u_{j}=0 \text { on } \Sigma \\
u_{j}=g_{j} \text { on } S_{R}
\end{array}\right.
$$

and $w_{j}=u_{j}-v_{j} \in H^{1}\left(B_{R} \backslash \bar{\Sigma}\right)$, then we can show that
Lemma 5.4 (Reflected solution). If $r_{t} \cap \bar{\Sigma}=\emptyset$, then $w_{j} \rightarrow w$ in $H^{1}\left(B_{R} \backslash \bar{\Sigma}\right)$ and $w \in$ $H^{1}\left(B_{R} \backslash \bar{\Sigma}\right)$ satisfies

$$
\left\{\begin{array}{l}
\left(\mathcal{L}+\omega^{2}\right) w=0 \quad \text { in } B_{R} \backslash \bar{\Sigma}  \tag{5.14}\\
T(D, v) w=-T(D, v) G(\cdot, r(t)) \quad \text { on } \Sigma \\
w=0 \quad \text { on } S_{R}
\end{array}\right.
$$

Lemma 5.4 can be proved in the same way as in [15, Lemma 3.1]. With the reflected solution $w$, we can give another form of the indicator function $I(t, r)$.

Lemma 5.5. Assume $r_{t} \cap \bar{\Sigma}=\emptyset$. Then we have

$$
\begin{equation*}
I(t, r)=\int_{B_{R} \backslash \bar{\Sigma}} \sigma(w) \cdot \varepsilon(\bar{w}) \mathrm{d} x-\omega^{2} \int_{B_{R} \backslash \bar{\Sigma}}|w|^{2} \mathrm{~d} x \tag{5.15}
\end{equation*}
$$

Proof. In view of Lemma 5.4 and the definition of $I(t, r)$, it suffices to show that

$$
\begin{equation*}
\left\langle g_{j},\left(\Lambda_{\emptyset}-\Lambda_{\Sigma}\right) g_{j}\right\rangle=\int_{B \backslash \bar{\Sigma}} \sigma\left(w_{j}\right) \cdot \varepsilon\left(\overline{w_{j}}\right) \mathrm{d} x-\omega^{2} \int_{B_{R} \backslash \bar{\Sigma}}\left|w_{j}\right|^{2} \mathrm{~d} x \tag{5.16}
\end{equation*}
$$

The derivation of (5.16) is based on Green's formula (A.1) in [15]. By means of Green's formula and boundary conditions, we have that

$$
\begin{aligned}
& \int_{B \backslash \bar{\Sigma}} \sigma\left(w_{j}\right) \cdot \varepsilon\left(\overline{w_{j}}\right) \mathrm{d} x \\
& =\int_{B_{R} \backslash \bar{\Sigma}} \sigma\left(u_{j}-v_{j}\right) \cdot \varepsilon\left(\overline{u_{j}}-\overline{v_{j}}\right) \mathrm{d} x \\
& =\int_{B_{R} \backslash \bar{\Sigma}} \sigma\left(u_{j}\right) \cdot \varepsilon\left(\overline{u_{j}}-\overline{v_{j}}\right) \mathrm{d} x-\int_{B_{R} \backslash \bar{\Sigma}} \sigma\left(v_{j}\right) \cdot \varepsilon\left(\overline{u_{j}}-\overline{v_{j}}\right) \mathrm{d} x
\end{aligned}
$$

$$
\begin{aligned}
= & -\int_{B_{R} \backslash \bar{\Sigma}} \mathcal{L} u_{j} \cdot\left(\overline{u_{j}}-\overline{v_{j}}\right)+\left\langle T(D, \eta) u_{j},\left(u_{j}-v_{j}\right)\right\rangle-\int_{B_{R} \backslash \bar{\Sigma}} \sigma\left(v_{j}\right) \cdot \varepsilon\left(\overline{u_{j}}-\overline{v_{j}}\right) \mathrm{d} x \\
= & \omega^{2} \int_{B_{R} \backslash \bar{\Sigma}} u_{j} \cdot\left(\overline{u_{j}}-\overline{v_{j}}\right) \mathrm{d} x-\int_{B_{R} \backslash \bar{\Sigma}} \sigma\left(v_{j}\right) \cdot \varepsilon\left(\overline{u_{j}}\right) \mathrm{d} x+\int_{B_{R} \backslash \bar{\Sigma}} \sigma\left(v_{j}\right) \cdot \varepsilon\left(\overline{v_{j}}\right) \mathrm{d} x \\
= & \omega^{2} \int_{B_{R} \backslash \bar{\Sigma}} u_{j} \cdot\left(\overline{u_{j}}-\overline{v_{j}}\right) \mathrm{d} x-\int_{B_{R} \backslash \bar{\Sigma}} \varepsilon\left(v_{j}\right) \cdot \sigma\left(\overline{u_{j}}\right) \mathrm{d} x+\int_{B_{R} \backslash \bar{\Sigma}} \varepsilon\left(v_{j}\right) \cdot \sigma\left(\overline{v_{j}}\right) \mathrm{d} x \\
= & \omega^{2} \int_{B_{R} \backslash \bar{\Sigma}} u_{j} \cdot\left(\overline{u_{j}}-\overline{v_{j}}\right) \mathrm{d} x+\int_{B_{R} \backslash \bar{\Sigma}} v_{j} \cdot \overline{\mathcal{L} u_{j}} \mathrm{~d} x-\left\langle v_{j}\right| S_{R}, T(D, \eta) u_{j}\left|S_{R}\right\rangle \\
& -\int_{B_{R} \backslash \bar{\Sigma}} v_{j} \cdot \overline{\mathcal{L} v_{j}} \mathrm{~d} x+\left\langle v_{j}\right| S_{R}, T(D, v) v_{j}\left|S_{R}\right\rangle \\
= & \omega^{2} \int_{B_{R} \backslash \bar{\Sigma}} u_{j} \cdot\left(\overline{u_{j}}-\overline{v_{j}}\right) \mathrm{d} x-\omega^{2} \int_{B_{R} \backslash \bar{\Sigma}} v_{j} \cdot\left(\overline{u_{j}}-\overline{v_{j}}\right) \mathrm{d} x+\left\langle g_{j},\left(\Lambda_{\emptyset}-\Lambda_{\Sigma}\right) g_{j}\right\rangle \\
= & \omega^{2} \int_{B_{R} \backslash \bar{\Sigma}}\left|w_{j}\right|^{2} \mathrm{~d} x+\left\langle g_{j},\left(\Lambda_{\emptyset}-\Lambda_{\Sigma}\right) g_{j}\right\rangle
\end{aligned}
$$

and (5.16) follows.
With the help of the expression (5.15) of $I(t, r)$, we want to show that
Theorem 5.6. If $r(T(r, \Sigma)) \in \Sigma$, then $|I(t, r)| \rightarrow \infty$ as $t \rightarrow T(r, \Sigma)$.
In view of Theorem 5.6, we can construct the crack $\Sigma$ by examining the behavior of $I(t, r)$. On the other hand, using (5.12) we can determine the indicator function $I(t, r)$ by the Dirichlet-to-Neumann map.

Theorem 5.6 can be proved in the same way as in [15] where the authors treated the static case $(\omega=0)$. The heart of the method in [15] lies in analyzing the singularity of the reflected solution at the tip of the needle. Now let $w_{0}$ be the reflected solution corresponding to $\omega=0$, i.e.,

$$
\left\{\begin{array}{l}
\mathcal{L} w_{0}=0 \text { in } B_{R} \backslash \bar{\Sigma},  \tag{5.17}\\
T(D, v) w_{0}=-T(D, v) G_{0}(\cdot, r(t)) \text { on } \Sigma, \\
w_{0}=0 \text { on } S_{R},
\end{array}\right.
$$

where the distribution $G_{0}\left(\cdot, x^{0}\right)$ satisfies

$$
\mathcal{L} G_{0}\left(\cdot, x^{0}\right)+\delta\left(x-x^{0}\right) b=0
$$

and

$$
\begin{equation*}
\left(G_{0}\left(\cdot, x^{0}\right)-E_{0}\left(\cdot, x^{0}\right) b\right)_{x^{0} \in \Omega} \text { is bounded in } H^{1}(\Omega), \tag{5.18}
\end{equation*}
$$

where the distribution $E_{0}\left(x, x^{0}\right)$ in $x^{0} \in \mathbb{R}^{n}$ satisfies

$$
\begin{equation*}
\mathcal{L}_{C\left(x^{0}\right)} E_{0}\left(x, x^{0}\right)+\delta\left(x-x^{0}\right) I=0 . \tag{5.19}
\end{equation*}
$$

Since $w$ and $w_{0}$ have the same singularity at the tip of the needle, we argue that in analyzing the blow-up behavior of $I(t, r)$ we can replace $w$ by $w_{0}$ in (5.15). Our aim now is to justify this claim rigorously.

To begin, we want to show that
Lemma 5.7. There exists a constant $c>0$ such that for $r_{t} \cap \bar{\Sigma}=\emptyset$ we have

$$
\begin{equation*}
\int_{B_{R} \backslash \bar{\Sigma}}\left|w_{0}\right|^{2} \mathrm{~d} x<c . \tag{5.20}
\end{equation*}
$$

This lemma indicates that the $L^{2}$ norm of $w_{0}$ over $B_{R} \backslash \bar{\Sigma}$ stays bounded as the tip of the needle approaching the crack.

It suffices to prove Lemma 5.7 as the tip of the needle is sufficiently close to the crack. To this end, let $x^{0}=r(t) \in B_{R} \backslash \bar{\Sigma}$ and $a=x(T(r, \Sigma))$. Assume that $x^{0}$ is sufficiently close to $a$. In other words, let $B_{\varepsilon}(a)$ be an open ball of radius $0<\varepsilon \ll 1$ centered at $a$, then $x^{0} \in B_{\varepsilon}(a)$. In order to prove (5.20), we would like to know the behavior of $w_{0}$ in $B_{\varepsilon}(a)$. Now we assume that $\varepsilon$ is so small that $B_{2 \varepsilon}(a) \cap \Sigma=: \Sigma_{\varepsilon} \subset \Sigma$. Without loss of generality, we suppose $x^{0} \in \Omega_{-}$. Since $\Sigma \in C^{2}$, we can find a domain $\Omega_{-}^{\varepsilon}$ with $\partial \Omega_{-}^{\varepsilon} \in C^{2}$ such that $\left(B_{2 \varepsilon}(a) \cap \Omega_{-}\right) \subset \Omega_{-}^{\varepsilon} \subset \Omega_{-}$and $\Sigma_{\varepsilon} \subset \partial \Omega_{-}^{\varepsilon}$ (choosing $\varepsilon$ smaller if necessary). Let $\widetilde{w}_{-} \in H^{1}\left(\Omega_{-}^{\varepsilon}\right)$ be the solution of

$$
\left\{\begin{array}{l}
\mathcal{L} \widetilde{w}_{-}=0 \text { in } \Omega_{-}^{\varepsilon}  \tag{5.21}\\
T(D, \nu) \widetilde{w}_{-}=-T(D, \nu) G_{0}\left(\cdot, x^{0}\right) \quad \text { on } \Sigma_{\varepsilon} \\
\widetilde{w}_{-}=0 \quad \text { on } \partial \Omega_{-}^{\varepsilon} \backslash \bar{\Sigma}_{\varepsilon}
\end{array}\right.
$$

We now claim that
Lemma 5.8. $\int_{\Omega_{-}^{\varepsilon}}\left|\widetilde{w}_{-}\right|^{2} \mathrm{~d} x<c<\infty$ as $x^{0} \rightarrow a$.
Proof. We adopt arguments in [7] to our case here. Let $v$ be the solution of

$$
\left\{\begin{array}{l}
\mathcal{L} v=\tilde{w}_{-} \quad \text { in } \Omega_{-}^{\varepsilon} \\
T(D, v) v=0 \text { on } \Sigma_{\varepsilon} \\
v=0 \text { on } \partial \Omega_{-}^{\varepsilon} \backslash \bar{\Sigma}_{\varepsilon}
\end{array}\right.
$$

The standard elliptic regularity theorem implies that

$$
\|v\|_{H^{2}\left(\Omega_{-}^{\varepsilon}\right)} \leqslant c\left\|\tilde{w}_{-}\right\|_{L^{2}\left(\Omega_{-}^{\varepsilon}\right)}
$$

for some constant $c>0$. By the light of the Sobolev embedding theorem, we have that

$$
\begin{align*}
|v(x)-v(y)| & \leqslant c|x-y|^{1 / 2}\left\|\widetilde{w}_{-}\right\|_{L^{2}\left(\Omega_{-}^{\varepsilon}\right)}, \quad \forall x, y \in \Omega_{-}^{\varepsilon} \quad \text { and } \\
\|v\|_{L^{\infty}\left(\Omega_{-}^{\varepsilon}\right)} & \leqslant c\left\|\widetilde{w}_{-}\right\|_{L^{2}\left(\Omega_{-}^{\varepsilon}\right)} . \tag{5.22}
\end{align*}
$$

Using Green's formula, we obtain

$$
\begin{align*}
\int_{\Omega_{-}^{\varepsilon}}\left|\widetilde{w}_{-}\right|^{2} \mathrm{~d} x= & \int_{\Omega_{-}^{\varepsilon}} \mathcal{L} v \cdot \overline{\widetilde{w}}_{-} \mathrm{d} x=\int_{\Omega_{-}^{\varepsilon}}\left(\mathcal{L} v \cdot \overline{\widetilde{w}}_{-}-v \cdot \mathcal{L} \overline{\widetilde{w}}_{-}\right) \mathrm{d} x \\
= & \int_{\Sigma_{\varepsilon}} v \cdot T(D, v) \bar{G}_{0}\left(x, x^{0}\right) \mathrm{d} S_{x} \\
= & \int_{\Sigma_{\varepsilon}}\left(v(x)-v\left(x^{0}\right)\right) \cdot T(D, v) \bar{G}_{0}\left(x, x^{0}\right) \mathrm{d} S_{x} \\
& +v\left(x^{0}\right) \cdot \int_{\Sigma_{\varepsilon}} T(D, v) \bar{G}_{0}\left(x, x^{0}\right) \mathrm{d} S_{x} . \tag{5.23}
\end{align*}
$$

On the other hand, we note that

$$
\mathcal{L} G_{0}\left(x, x^{0}\right)=0
$$

for $x \in B_{2 \varepsilon}(a) \cap \Omega_{+}$, therefore,

$$
\begin{equation*}
v\left(x^{0}\right) \cdot \int_{\Sigma_{\varepsilon}} T(D, v) \bar{G}_{0}\left(x, x^{0}\right) \mathrm{d} S_{x}=-v\left(x^{0}\right) \cdot \int_{\partial B_{2 \varepsilon}(a) \cap \Omega_{+}} T(D, v) \bar{G}_{0}\left(x, x^{0}\right) \mathrm{d} S_{x} \tag{5.24}
\end{equation*}
$$

Substituting (5.24) into (5.23) and taking advantage of (5.22), we have that

$$
\begin{align*}
\left\|\tilde{w}_{-}\right\|_{L^{2}\left(\Omega_{-}^{\varepsilon}\right)}^{2}= & \int_{\Omega_{-}^{\varepsilon}}\left|\tilde{w}_{-}\right|^{2} \mathrm{~d} x \\
\leqslant & c\left\{\int_{\Sigma_{\varepsilon}}\left|x-x^{0}\right|^{1 / 2}\left|T(D, v) G_{0}\left(x, x^{0}\right)\right| \mathrm{d} S_{x}\right. \\
& \left.+\int_{\partial B_{2 \varepsilon}(a) \cap \Omega_{+}}\left|T(D, v) \bar{G}_{0}\left(x, x^{0}\right)\right| \mathrm{d} S_{x}\right\}\left\|\tilde{w}_{-}\right\|_{L^{2}\left(\Omega_{-}^{\varepsilon}\right)} \tag{5.25}
\end{align*}
$$

In view of (5.18) and the singularity of $E_{0}\left(x, x^{0}\right)$, we deduce that

$$
\begin{equation*}
\int_{\Sigma_{\varepsilon}}\left|x-x^{0}\right|^{1 / 2}\left|T(D, v) G_{0}\left(x, x^{0}\right)\right| \mathrm{d} S_{x}+\int_{\partial B_{2 \varepsilon}(a) \cap \Omega_{+}}\left|T(D, v) \bar{G}_{0}\left(x, x^{0}\right)\right| \mathrm{d} S_{x} \leqslant c, \tag{5.26}
\end{equation*}
$$

where $c$ is a uniform constant as $x^{0} \rightarrow a$. This lemma now follows from (5.25) and (5.26).

We are now ready to prove Lemma 5.7.
Proof of Lemma 5.7. Define

$$
\widetilde{w}_{0}:= \begin{cases}G_{0}\left(x, x^{0}\right) & \text { for } x \in B_{2 \varepsilon}(a) \cap \Omega_{+} \\ \widetilde{w}_{-} & \text {for } x \in B_{2 \varepsilon}(a) \cap \Omega_{-}\end{cases}
$$

Recall that $x^{0} \in B_{\varepsilon}(a) \cap \Omega_{-}$. So we have

$$
\mathcal{L} \widetilde{w}_{0}=0 \quad \text { in } B_{2 \varepsilon}(a) \backslash \bar{\Sigma}_{\varepsilon}
$$

and

$$
\begin{equation*}
\int_{B_{2 \varepsilon}(a) \backslash \bar{\Sigma}_{\varepsilon}}\left|\widetilde{w}_{0}\right|^{2} \mathrm{~d} x<c \quad \text { as } x^{0} \rightarrow a \tag{5.27}
\end{equation*}
$$

Let $\psi(x) \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ be a cut-off function with $\operatorname{supp}(\psi) \subset B_{2 \varepsilon}(a)$ and $\psi=1$ on $B_{\varepsilon}(a)$. Then $w_{0}^{\prime}:=w_{0}-\psi \widetilde{w}_{0}$ satisfies

$$
\left\{\begin{array}{l}
\mathcal{L} w_{0}^{\prime}=-\operatorname{div}\left(C(x)\left(\widetilde{w}_{0} \otimes \nabla \psi\right)\right)-\left(C(x) \nabla \widetilde{w}_{0}\right) \nabla \psi=: F \quad \text { in } B_{R} \backslash \bar{\Sigma}  \tag{5.28}\\
T(D, v) w_{0}^{\prime}=-T(D, v)\left(G_{0}\left(x, x^{0}\right)-\psi G_{0}\left(x, x^{0}\right)\right) \quad \text { on } \Sigma, \\
w_{0}^{\prime}=0 \quad \text { on } B_{R}
\end{array}\right.
$$

Note that $F=0$ in $B_{\varepsilon}(a) \backslash \bar{\Sigma}$ and $T(D, v)\left(G\left(x, x^{0}\right)-\psi G_{0}\left(x, x^{0}\right)\right)=0$ on $B_{\varepsilon}(a) \cap \Sigma$. It is readily seen that $\|F\|_{L^{2}\left(B_{R} \backslash \bar{\Sigma}\right)}$ and $\left\|T(D, v)\left(G_{0}\left(x, x^{0}\right)-\psi G_{0}\left(x, x^{0}\right)\right)\right\|_{\bar{H}^{-1 / 2}(\Sigma)}$ are uniformly bounded as $x^{0} \rightarrow a$. Therefore, by the regularity theorem for (5.28), we have that

$$
\left\|w_{0}^{\prime}\right\|_{H^{1}\left(B_{R} \backslash \bar{\Sigma}\right)}<c<\infty
$$

uniformly as $x^{0} \rightarrow a$, which immediately gives

$$
\begin{equation*}
\left\|w_{0}^{\prime}\right\|_{L^{2}\left(B_{R} \backslash \bar{\Sigma}\right)}<c \quad \text { as } x^{0} \rightarrow a \tag{5.29}
\end{equation*}
$$

Now the estimate (5.20) is an easy consequence of (5.27) and (5.29).

Now we are able to complete the proof of Theorem 5.6.
Proof of Theorem 5.6. Let $w^{\prime \prime}=w-w_{0}$, then $w^{\prime \prime}$ satisfies

$$
\left\{\begin{array}{l}
\left(\mathcal{L}+\omega^{2}\right) w^{\prime \prime}=-\omega^{2} w_{0} \quad \text { in } B_{R} \backslash \bar{\Sigma},  \tag{5.30}\\
T(D, v) w^{\prime \prime}=-T(D, v)\left(G(\cdot, r(t))-G_{0}(\cdot, r(t))\right) \quad \text { on } \Sigma, \\
w^{\prime \prime}=0 \text { on } S_{R}
\end{array}\right.
$$

It is not hard to check that $G(\cdot, r(t))-G_{0}(\cdot, r(t)) \in H_{\mathrm{loc}}^{2}\left(\mathbb{R}^{n}\right)$. Moreover, Lemma 5.7 implies that $\omega^{2} w_{0} \in L^{2}\left(B_{R} \backslash \bar{\Sigma}\right)$ uniformly as $x^{0} \rightarrow a$. Therefore, the elliptic estimate for (5.30) leads to

$$
\begin{equation*}
\left\|w-w_{0}\right\|_{H^{1}\left(B_{R} \backslash \bar{\Sigma}\right)}=\left\|w^{\prime \prime}\right\|_{H^{1}\left(B_{R} \backslash \bar{\Sigma}\right)}<c \quad \text { uniformly as } x^{0} \rightarrow a \tag{5.31}
\end{equation*}
$$

for some $c>0$. Note that

$$
\begin{align*}
\sigma(w) \cdot \varepsilon(\bar{w})= & \sigma\left(w_{0}\right) \cdot \varepsilon\left(\bar{w}_{0}\right)+\sigma\left(w_{0}\right) \cdot \varepsilon\left(\overline{w-w_{0}}\right)+\sigma\left(w-w_{0}\right) \cdot \varepsilon\left(\bar{w}_{0}\right) \\
& +\sigma\left(w-w_{0}\right) \cdot \varepsilon\left(\overline{w-w_{0}}\right) \\
= & C(x) \varepsilon\left(w_{0}\right) \cdot \varepsilon\left(\bar{w}_{0}\right)+\varepsilon\left(w_{0}\right) \cdot C(x) \varepsilon\left(\overline{w-w_{0}}\right)+C(x) \varepsilon\left(w-w_{0}\right) \cdot \varepsilon\left(\bar{w}_{0}\right) \\
& +C(x) \varepsilon\left(w-w_{0}\right) \cdot \varepsilon\left(\overline{w-w_{0}}\right) . \tag{5.32}
\end{align*}
$$

By the strong convexity condition and the inequality (5.8) with $0<\tilde{\varepsilon}<\tilde{\delta} / 4$, we get from (5.32) that

$$
\begin{equation*}
\sigma(w) \cdot \varepsilon(\bar{w})>\frac{\tilde{\delta}}{2}\left|\varepsilon\left(w_{0}\right)\right|^{2}-\left(\frac{1}{2 \tilde{\varepsilon}}\|C\|_{L^{\infty}\left(B_{R}\right)}+\tilde{\delta}\right)\left|\varepsilon\left(w-w_{0}\right)\right|^{2} \tag{5.33}
\end{equation*}
$$

In view of (5.20), (5.31) and (5.33), analyzing the blow-up behavior of $I(t, r)$ is equivalent to estimating

$$
\int_{B_{R} \backslash \bar{\Sigma}}\left|\varepsilon\left(w_{0}\right)\right|^{2} \mathrm{~d} x
$$

as $x^{0} \rightarrow a$. It was shown in [15] that

$$
\int_{B_{R} \backslash \bar{\Sigma}}\left|\varepsilon\left(w_{0}\right)\right|^{2} \mathrm{~d} x \rightarrow \infty \quad \text { when } x^{0} \rightarrow a
$$

So Theorem 5.6 is proved.
We now summarize the reconstruction algorithm of our method.

## Reconstruction Algorithm.

Step 1. Compute the Dirichlet-to-Neumann $\Lambda_{\Sigma}$ map on $S_{R}$ from $G_{\Sigma}(x, y, \omega)$ for all $x, y \in$ $S_{R}$ using the formula (5.11).

Step 2. Given a needle $r=\{r(t): 0 \leqslant t \leqslant 1\}$ and construct $v_{j}$ satisfying (5.13).
Step 3. Compute $g_{j}=v_{j} \mid s_{R}$ and evaluate the indicator function $I(t, r):=\lim _{j \rightarrow \infty}\left\langle g_{j}\right.$, $\left.\left(\Lambda_{\emptyset}-\Lambda_{\Sigma}\right) g_{j}\right\rangle$.

Step 4. Increase $t$ and search for $t$ where $|I(r, t)|$ becomes very large. Denote this $t$ by $t_{a}(r, \Sigma)$.

Step 5. Choose many needles $r$ and repeat all previous steps. Draw some surface $\Sigma_{a}$ which is close enough to the points $t_{a}(r, \Sigma)$ for these $r . \Sigma_{a}$ gives an approximation of $\Sigma$.
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