Real-time realisation of noise-immune gradient-based

edge detector
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Abstract: A computational field-programmable gate array (FPGA) realisation for edge detection
that is particularly immune to noise by a digital approximated Gaussian smoothing filter is
described. The proposed systolic array architecture was examined for convolution operation in
order to put simplicity and regularity to the design. Moreover, most of the presented processing
structures are highly pipelined, so that the goal of real-time computing is substantially achieved
with the processing frame rate reaching up to 280 frames per second. For an efficient hardware
mapping, the absolute difference mask algorithm was adopted because of its regularity and inde-
pendent operations, as well as its important property of performing one-pixel-edge localisation.
A scalable first in, first out (FIFO) design was also proposed to make the edge detector applicable
to five different image sizes. The FPGA realisation on the presented versatile development platform
shows that the proposed design improves both the speed and the hardware usage. This is attributed
to the utilisation of the proposed parallel and pipelined structure so that a fast operating speed of
73.6 MHz, which is about 265 times faster than the digital signal processing environment, is

obtained in the present investigation.

1 Introduction

Edge detection plays a key role in the widespread
application of image processing such as in computer
vision [1—4], pattern analysis [5—7] and so on. Basically,
edges can be identified as the locations of abrupt discontinu-
ity in the grey level of an image [1, 5, 8]. Although edge
detection is mostly employed in the pre-processing step of
image processing, the resulting quality of edges may
seriously affect the performance of the remaining steps.
As described in the literature on digital image processing,
edge detection can be done in both spatial and frequency
domains [8—11], wherein the spatial domain filtering
shows more versatility and feasibility.

As the computation speed of application-specific inte-
grated circuits (ICs) and general-purpose processors has
grown exponentially in recent years, more and more
studies have been devoted to optimising and speeding-up
those computationally-complex applications. Gradient
image acquisition is the usual method for edge detection.
Indeed, it performs quite well in spite of the fact that the
operations are much simpler than those of advanced
algorithms like the Canny edge detector [10]. The most
widely used edge detectors in low-level edge detection
are the 3 x 3 masks such as those of Sobel and Prewitt
wherein they extract the first-order derivatives of an
image. However, a review of the literature reveals
that all of these methods start from a mathematical
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manipulation before a software-oriented algorithm is devel-
oped. Afterwards, the hardware realisation is eventually
tackled. On the other hand, the adopted low-computational
complexity of the absolute difference mask (ADM)
algorithm [9] is especially suitable for hardware realisation.

With the advantages of rapid prototyping and ease of
verification, using the field-programmable gate array
(FPGA) is a good choice for realising image processing
hardware design. Several FPGA and/or very large scale
integration (VLSI) usages of image processing realisations
have been presented in recent years [3, 4, 6, 7, 11-18]. In
the present paper, we employ a systolic array structure to
optimise the design that has proven to be highly regular
and efficient for mask operation [12].

2 Noise reduction strategies
2.1 Spatial filtering

For most applications, image processing tasks are applied to
real world images. As the source images are usually
retrieved from the complementary metal-oxide-semicon-
ductor (CMOS) or charge-coupled device (CCD) image
acquisition devices, such as 1D scanners or 2D digital still
cameras, noise signal is easily introduced into the image
during the acquisition stage and an additional step is
required to eliminate it. These noise signals can be visually
recognised as dots in the images that appear in a distinctive
greyscale value from the quantised number point-of-view.

The technique of noise reduction usually involves the
averaging of all the values within the local area using
various sizes of masks. As expected, a larger-sized aver-
aging mask has a better noise reduction capability because
more pixels contribute their values to the target pixel.
After a local averaging, an image would look blurred or
smoothed. This is the reason why the noise reduction
process is usually called the smoothing process. The most
commonly used averaging mask is shown in Fig. la.
However, images processed by this mask become quite
blurred and a lot of detailed information contained in the
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Fig. 1 Averaging masks for smoothing

a Common averaging mask
b Weighted averaging mask

original image can be lost. A more practical averaging mask
is the weighted average mask that gives more emphasis on
the centre pixel. The weights are larger in the central area
and decrease in the outer positions. An example of the
weighted average mask is illustrated in Fig. 15.

2.2 Gaussian mask

In the present study, we chose the weighted averaging mask
for noise reduction, particularly the 2D Gaussian function
for coefficient selection. An example of the distribution of
the 2D Gaussian function is shown in Fig. 2 with a standard
deviation o= 0.9.

The Gaussian function is a good model for weighted
averaging mask. With different standard deviations o, we
obtain various weighted masks with different decay rates
and smoothing capabilities. In the present design, we used
a 5 x5 smoothing mask for better performance and
feasibility. The coefficients of the mask are generated by
substituting x and y with —2, —1, 0, 1, 2 in the 2D
Gaussian equation. Fig. 3 shows the results of the
Gaussian mask at = 0.9 and 1.2.

2.3 Gaussian 2" approximation

Our goal is to design a hardware smoothing unit for noise
reduction with simple and nearly optimal smoothing
filters. The aforementioned masks shown in Fig. 3 have
coefficients that are difficult to apply on hardware because
they are all floating-point numbers. However, we can still
approximate those values using one or more power-of-two
terms that can be effectively applied in digital circuits.

To generate the desired 2"-approximated mask, we first
define A as the number of terms used to approximate the
original coefficients and we let A be either 2 or 3. Thus,
two power-of-two terms will be used if A =2 or three
terms at the most if otherwise. The list of the decimal
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Fig. 2 Distribution of 2D Gaussian function
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Fig.3 Two examples of 5x 5 Gaussian masks

a c=09
bo=12

values of power-of-two terms with the power range from
0 to —7 is as follows:

2° =1.000000 27! =0.500000
272 =0.250000 27 =0.125000
274 =0.062500 27> =0.031250
270 =10.015625 277 =10.007813

Then, we develop a heuristic algorithm to generate the
2"-approximated Gaussian masks. First we approximate
each of the 5 x 5 elements by successively passing each
of the power-of-two terms listed earlier. If the remaining
value of the element is larger or equal to a term, we subtract
that value from that term. This operation is repeated for this
element until either the number of terms, A, for the element
is reached, or the remaining value is less than 27’ This
method is applied to all the 5 x 5 elements. Note that, if
the original coefficient is smaller than 277, 0 will be used
to approximate the value.

The normalisation term for each mask is estimated by
first summing up all of the twenty-five 2"-approximated
values. Then the 2" approximation for this normalisation
term is determined using the same method for the 5 x 5
elements, except that the range of the power-of-two term
is extended to 27 '° instead of 277, Two examples of the
2"-approximated Gaussian masks for o= 0.9, A =3 and
for 0 = 1.2, A = 2 are illustrated in Fig. 4.

To describe the errors between the original Gaussian
mask and the 2"-approximated Gaussian mask in a formal
way, we define each of the normalised elements in the
original Gaussian mask as

Golis )i j=1-5,0-0.1-5

We can also define each of the approximated normalised
elements in the 2"-approximated Gaussian mask as

A\ (G )] j=1-5,0=0.1-5.1=20r3

Consequently, the absolute accumulated error for the
2"-approximated Gaussian mask is defined as

5 5

Eo’)\ = Z Z |Go(l’]) _AO')\(i’j)|

i=1 j=1

The decision for the acceptable accumulated error affects
the algorithm we adopted to approximate the Gaussian
mask. Fig. 5 shows the distribution of the accumulated
errors for A =2 and A = 3 2"-approximation with respect
to the standard deviation from 0.1 to 5.0. On the basis
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Fig. 4 Two examples of 2"-approximated 5x 5 Gaussian masks

a oc=09, A=3
bo=12,A=2

of empirical experiences, we chose the acceptable
accumulated error for o to be within [0, 0.15].

3 Gradient-based ADM algorithm

The edge detection algorithm, proposed by Alzahrani and
Chen [9], presents a regular computational structure that
is suitable for a VLSI implementation and integration, and
is divided into the three stages shown in Fig. 6. The fact
that the algorithm can be designed in a highly pipelined
fashion helps to produce one single-pixel localised edge
per clock cycle. The first stage is dedicated to noise
removal so that the features can be correctly extracted.
The second stage involves the determination of the edge
strength and direction of each pixel. Finally, the edge detec-
tion and localisation are performed, and the single-pixel
edge map is produced for further processing in the last
stage. In the present paper, we propose an efficient pipelined
structure to accomplish the aforementioned three-staged
algorithm, which is different from the tree-based architec-
ture that appeared in the previous implementation [9].

In Fig. 6, the Gaussian smoothing filter is employed to
perform the image smoothing of the first stage. Here we

Input image

Gaussian smoothing

y

Edge strength calculation

v

Edge localisation

v

One-pixel edge map

Fig. 6 Processing stages
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adopted our 2"-approximated Gaussian mask instead of the
semi-Gaussian mask proposed by Alzahrani and Chen [9].
The semi-Gaussian mask is a 5 x 5 digitally approximated
smoothing filter that is simpler than our proposed
2"-approximated Gaussian mask in Section 2, but has a
much higher accumulated error. It actually averages all
the grey values of the pixels in the 5 x 5 area with decaying
weights. The coefficients of this mask are selected to be in
the form of 1, 3/4, 1/2, 1/4 in order that the operations can
be performed in the hardware by merely adding and bit-
shifting operations. Fig. 7 illustrates the semi-Gaussian
smoothing mask proposed by Alzahrani and Chen [9].
Note that in Fig. 7, all elements are divided by two and
the normalisation coefficient is multiplied by two for an
easy comparison between the semi-Gaussian mask and
our 2"-approximated Gaussian masks.

In the work of Alzahrani and Chen [9], we did not find
any information on which o to use in order to generate
the semi-Gaussian mask. Thus, we conducted a simple
experiment to determine it. The semi-Gaussian mask was
passed to all the real Gaussian masks with ¢ in the range
of [0.1, 5]. The absolute-accumulated-error curve obtained

Fig. 7 Semi-Gaussian smoothing mask proposed by Alzahrani
and Chen [3]

between the semi-Gaussian mask and each of the o is pre-
sented in Fig. 8. From the results, we could predict that
the original mask [9] was generated at o = 1.7, as it gave
the smallest error.

From Figs. 5 and 8, we can see that under the same stan-
dard deviation of o= 1.7, the proposed 2"-approximated
Gaussian mask has a Dbetter precision over the
semi-Gaussian mask, regardless of the terms employed.
For a more precise Gaussian-approximated smoothing
mask, we adopted our o= 1.7, A =2 2"-approximated
mask in the present paper as shown in Fig. 9.

The second stage shown in Fig. 6 calculates the edge
strength and direction of each pixel. After finding the four
absolute differences, the ADM algorithm chooses the
maximum value as the edge strength, and the direction
corresponding to the minimum value as the edge direction.
Note that for each direction, the difference is calculated
using four pixels instead of two in order to obtain better
precision.

Once the edge strength is determined, a local maximum is
calculated, that is one pixel is compared with two
neighbouring pixels in the edge direction. The maximum
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Fig.9 Proposed 2"-approximated Gaussian smoothing mask for
A=2,0=17
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Fig. 8 Semi-Gaussian mask error with respect to standard deviation o

Note that the semi-Gaussian error for o < 1.0 is way over 0.4 and thus omitted here
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Fig. 10 Proposed 5x 5 systolic array for the smoothing unit

greylevel pixel in the 3 x 3 region goes through the final
thresholding step. Thus, those pixels that are greater than
the threshold are identified as edge points.

4 Pipelined architecture and timing analysis

In addition to two of our schemes for a scalable first in first
out (FIFO) design, the proposed architecture is divided into
three function units that correspond to the three stages
described in Section 3. As shown later on, the major modi-
fications and improvements over the original design are
Scheme 2 scalable FIFO design, the more precise
Gaussian smoothing unit and the edge localisation unit.
The scalable FIFO design enables the possibility of using
the same hardware resource to process images with five
different sizes. With the proposed optimised architecture,
not only is the hardware usage reduced, but also the path
delay is considerably improved.

4.1 Systolic Gaussian smoothing unit

As the convolution is the sum of the products of each pixel
and the corresponding mask coefficient, the arithmetic oper-
ation can be executed independently. Thus, the parallel
architecture of a 5 x 5 systolic array, as shown in Fig. 10,
is presented. Each processing element (PE) in this array
should be responsible for the pixel-weighting multiplication
and the addition with the preceding stage PE. As multipli-
cation requires a large hardware resource and longer
execution time, the proposed architecture rearranges all
the coefficients so that it can be implemented simply by
bit-shifting. Fig. 10 illustrates the data flow in the systolic
array and Fig. 11 unveils the inner structures of the PEs.
Note that we divided the PEs into four categories according
to their positions in the array. Their structures are slightly
different to enable hardware resources to be saved.

For example, Fig. 11c is the general form of the PE that is
used in the lower left 4 x 4 area shown in Fig. 10. As the
horizontal dashed line is elaborated, the PE operates in a
pipelined manner in order to meet the timing demand for
the systolic array to ensure the correctness of the function.
Fig. 11a shows the structure of the upper four PEs as
depicted in Fig. 10. This structure is a simplified version
of the general PE wherein the data path of the preceding

IEE Proc.-Comput. Digit. Tech., Vol. 153, No. 4, July 2006

row input is removed. The structure shown in Fig. 115 is
also derived from the general PE and is mounted on the
upper-right corner of the systolic array. The data path of
the input from the preceding row and that of the output in
the next column are all eliminated. Finally, Fig. 11d
shows the structure of the four right PEs with the data
path of output in the next column removed. Another import-
ant component is the delay unit for the control of incoming
data. Five pixel data obtained from the FIFO should be
delayed by one more clock cycle than the previous row.

4.2 Edge strength unit and edge location unit
Edge strength and direction are determined by comparing

four absolute differences. To keep this unit functioning cor-
rectly, the most intuitive way of designing it is to form a
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LATCH rCH
f
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Fig. 11 PE structures in four different positions
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parallel-pipeline so that 16 inputs, 8 additions, 4 absolute The edge location unit performs the one-pixel edge local-
difference calculations and comparisons can be completed isation by comparing the edge strength values of the centre
in 4 clock cycles. Here we basically keep the original pixel with that of the other two edge pixels in the derived

design of the unit intact. edge direction. In the original design, there were nine
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Table 1: Hardware usage of scalable FIFO schemes

Fixed size Scalable
(512 x 512) Scheme 1 Scheme 2
Hardware usage 132 160 258 968 137 368
(gate counts)
Input Image
D(i%8
FIFO, FIFO, FIFO,
(512x4+5) Shift Registers (512x4+5) Shift Registers (512x2+3) Shift Registers

Fo()| 40 Fi(/{128 F()/ 75

Smoothing Unit

(5x5 Systolic Array ) Edge Strength Unit

Edge Localization Unit

Output Image

D(i): Input Data of FIFOq

S(k): Input Data of FIFO,

T(m): Input Data of FIFO,

L(o): Output Data for Edge Map

Fo(j):Input data of smoothing Unit
Fi(1):Input data of Strength Unit
Fo(n):Input data of Localization Unit

Fig. 14 Pipelined computational structure

comparators used for edge localisation, but only three com-
parators are used in the present work. The reason behind this
is that we first multiplex four input pairs, which are
controlled by the edge direction, ahead of the comparison
rather than doing it afterwards. It is noted that about 66%
of the hardware resources are saved in this unit compared
with the design of Alzahrani and Chen. The optimised struc-
ture is shown in Fig. 12, wherein the ‘Final’ control signal
decides the edge map output as a binary image while
‘Final’ = 0, or as the original grey values of the edge
pixels while ‘Final’ = 1.

4.3 Scalable FIFO design

As the size of the FIFO depends on the size of the input
image, it is a good idea to design a FIFO that is applicable
to various image sizes. With a run-time reconfiguration
capability, the hardware is capable of handling images of
different sizes without service downtime. Take the
FPGA-based hardware design as an example. In order to
adjust the design so that the hardware can perform
image processing tasks of different image sizes, a
code modification and a full recompilation to generate
the FPGA ROM file are required. The whole process is

Table 2: lllustration of the latency calculation

time-consuming and the application-specific integrated
circuit (ASIC) digital tape-out flow is even more costly.
For the more recent and advanced FPGA technology, to
reconfigure hardware still requires some microcode reconfi-
guration that can take fewer service downtimes, but not very
many FPGAs support this feature.

The common sizes of input images are usually powers of
two. Thus, we developed a scalable FIFO that can be used
for five different sizes, namely, 32, 64, 128, 256 and 512
bits. However, the way we developed this flexible structure
determines the hardware usage of the whole design and
thus, we had to find out the best structure with minimal
hardware usage. Below, we propose two schemes to
implement a scalable FIFO and we prove that Scheme 2
is the most efficient way to complete the task.

Fig. 13a is the straightforward Scheme 1 to complete a
scalable FIFO design where five shift register components
in different sizes are multiplexed at the output. Although
it is a simple and straightforward design, the huge costs of
the FPGA resources make it impractical.

The other idea of designing the scalable FIFO is shown in
Fig. 13b. Obviously, Scheme 2 is a lot better than the original
Scheme 1. Owing to the consecutive property of the shift reg-
ister, the row shift register can be cut into a few segments.
We may bypass the registers in the different lengths and
output the data. Thus, scalable FIFO in five different sizes
can be obtained efficiently. Table 1 gives the detailed infor-
mation about the hardware usage of the two scalable FIFO
schemes. It is noted that Scheme 2 reveals a scalable FIFO
in five different sizes with only 3.8% increment in the hard-
ware usage with respect to a fixed size of 512-bit wide FIFO,
whereas Scheme 1 practically doubles the usage.

4.4 Timing analysis

All of the aforementioned proposed function units work in a
pipelined manner such that, with a certain amount of
latency, the edge pixel is efficiently generated at every
clock cycle. The whole picture of the pipelined design is
shown in Fig. 14.

For a successful pipeline scheme, we have to be con-
cerned not only with the inside of each function unit, but
also with the external parallel execution schedule for the
overall architecture [6, 8, 9, 11]. As shown in Table 2, the
latency of the whole architecture is Lo+ Ls+L; +
Lt + L, + Ly = 2583 cycles. It means that we are able to
obtain the first pixel of the output image (edge map) after
2583 cycles. On the other hand, this structure is suitable
for images of all sizes, which is within a 512-pixel width
while needing only to adjust the width of the FIFO to as
large as the input image.

ty t ... t+L to+Lo+1 ... to+Lo+Lls+Li+Li+Ly to+Llo+Lls+Li+Li+Ly+ L
FIFOo D(0) D(1) D(1027) D(1028)  ......... D(2582) D(2583)
Smoothing unit . . ... Fol0) Fol1) ..., Fo(1555) Fo(1556)
FIFO, . . S(1545) S(1546)
Edge strengthunit . . ... . . ... F.(518) F4(519)
FIFO, . . T(514) T(515)
Localisationunit . . ... . ... F»(0) Fy(1)

Latency (cycle)

FIFOg: Lo =512 x 2+ 3 = 1027
FIFOq: Ly =512 x 24+ 3 = 1027
FIFO,: L, =512 x 1+2 =514

Smoothing unit: Lg = 10
Edge strength unit: Lt = 4
Edge localisation unit: L, =1
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5 Experiments

The present work was primarily implemented in a schematic
manner for the top structure and accompanied by the Verilog
HDL for all the detailed function units. We used the Xilinx
Spartan II 200 FPGA(xc2s200,-5¢) as the carrier for our
design. The development CAD environment of the entire
processing was the Xilinx Foundation. This tool helps the
designer to go through the entire design flow, from the
design entry, to the synthesis, to the placement and routing
and finally to the programming itself. At the same time,
both the function and timing simulation are also supported.
As described in the implementation reports, this design can
be operated at an extremely high frequency of 73.6 MHz.
The three function units use a total of 11 298 gates, while
the whole design occupies 90% of the device. The perform-
ance and hardware usage detail of the top design and of each
of the function units are shown in Table 3, whereas the per-
formance comparison between the proposed design and that
of Alzahrani and Chen [9] is shown in Table 4.

Moreover, our design is verified by both C programming
and FPGA prototyping on the developed versatile develop-
ment platform with an embedded ARM7 controller [6, 16].
Figs. 15a and b show a real-world image and the edge detec-
tion result. The processing time of a 512 x 512 image on a
TI TMS320C6416T DSP is 0.95s. On the other hand, the
FPGA implementation of the proposed architecture produces
one edge pixel for each clock cycle. Thus, at 73.6 MHz
working frequency, a 512 x 512 image needs only 3.56 ms
for the whole process, which is about 265 times faster than
the DSP execution. When working at maximum frequency,
our design reaches a high frame rate of 280 frames/s for
512 x 512 images. Fig. 16 gives the top view of the
presented image processing development platform [16] for
hardware prototyping and verification wherein the edge
map can be shown on a 120 x 160 LCD in real time.

6 Conclusion

For real-time image processing applications, a hardware
realisation is obviously preferred for a more superior

Table 3: Performance illustration

Proposed Smoothing Strength Localisation Total
architecture unit unit unit
Gate count 7624 3042 632 11298
Maximum - - - 73.6
frequency, MHz
Latency 10 4 1 15
Table 4: Performance comparison
Proposed ADM [9]
architecture
Gate count 354 202 351796
Max. frequency, MHz 73.6 64.1
Latency 2583 2578
Acc. Gaussian error 0.09263 0.11007
Pipeline structure Systolic array Tree based
Hardware complexity High regularity Normal
and simplicity
Image processing size Five different sizes Fixed size
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Fig. 16 Proposed versatile development platform

processing capability instead of using a general purpose
processor. From the point of view of the hardware, such
advantages like parallelism and modularity make those
algorithms of low-computational complexity and indepen-
dent operations as good choices; for example, the ADM
that was adopted here. In the present paper, we have
shown an efficient architecture that is suitable for low-cost
VLSI prototyping. A systolic array of Gaussian smoothing
filter with the proposed 2"-approximated parameter was
also investigated for its highly regularised structure. The
goal of real-time processing was achieved; that is, an
output of one-edge pixel every clock cycle under a
maximum working frequency of 73.6 MHz and the result-
ing processing speed is 120 times faster than the software
simulation. Moreover, we also proposed a scalable FIFO
design in two distinct schemes that can be used for five
different sizes. The present work achieved a compact and
flexible primitive core for edge detection at a high frame
rate of 280 frames/s with low complexity and hence, suit-
able for various high mobility-demanding machine vision
applications [2, 7].

In Section 2, we introduced a heuristic algorithm to gen-
erate the proposed 2"-approximated Gaussian masks. For
our future work, owing to the Gaussian masks being quite
useful for various real-time imaging applications, we are
interested in realising an accurate, adaptive and parame-
terised architecture for a general purpose Gaussian operator.
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