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Abstract— In this paper, we improve the peak to average
power ratio reduction scheme for multicarrier systems
proposed by Collings and Clarkson by applying dirty paper
coding with peak power constraint. We compare the bit
error rate performance among conventional orthogonal
frequency division multiplexing, Collings and Clarkson’s
method, and our proposed scheme with bit loading. From
simulation we find that when channel coding is considered,
Collings and Clarkson’s method is the worst. The proposed
method performs the best when the number of bits is large
and hence is suitable for high speed transmission.

Index Terms— peak to average power ratio, orthogonal
frequency division multiplexing, discrete multi-tone, dirty
paper coding, Tomlinson Harashima precoding, trellis pre-
coding

I. I NTRODUCTION

Due to the ability to cope with the frequency selec-
tive fading of wideband communication with reasonable
complexity, the sinusoidal based multicarrier modulation
(MCM) has been widely used. The two most well known
variants of MCM are the orthogonal frequency division
multiplexing (OFDM) for the wireless local area network
and the discrete multitone for the digital subscriber loop.
However, the high time domain peak to average power
ratio (PAPR) of MCM has been a major obstacle in
the implementation of power efficient transmitters. Many
techniques have been proposed to alleviate the power
efficiency problem. The most straightforward method is
to clip the peaks which exceed some predefined thresh-
olds in the time-domain [1]. The clipped signals must
then be filtered to suppress the out-of-band signal. This
filtering, however, tends to re-generate peaks in the time-
domain. Other PAPR reduction methods are mostly redun-
dancy based. These include selected mapping [2], partial
transmit sequence [3], tone reservation [4], and tone
rejection [5]. Selected mapping requires an optimization
which may not be computationally feasible if the size
of OFDM blocks is large. The approach with partial
transmit sequence needs to transmit side information to
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let the receiver know the rotating vector. Moreover, its
complexity grows exponentially with the number of sub-
blocks and the log size of the alphabets of rotating vectors.
The tone reservation method needs to reserve tones to
achieve PAPR reduction. So the transmission is at a lower
rate. On the other hand, its complexity is quite low and is
linearly proportional to the size of the OFDM symbol. The
tone injection approach has a larger transmission power
because it uses a larger constellation sizes to represent
the same information. In addition, the complexity for
optimization is prohibitive for implementation in practical
systems.

Collings and Clarkson [6] recently proposed a non-
sinusoidal based low PAPR transmission scheme. This
idea is implemented by applying the QR decomposition to
the channel matrix, which is different from the sinusoidal
based MCM, where the eigenvalue decomposition is used.
In addition, they employed a block Tomlinson Harashima
precoding (THP) [7] [8] to remove the interference caused
by other subchannels. The modulo size of the THP was
set to be equal to the linear range of the PA. Therefore
clipping of the transmitted signal by the PA is avoided.
This method is, however, only suitable for high signal-
to-noise ratio (SNR) where the additive noise does not
alter the outcome of the receiver modulo operation much.
Moreover, channel coding was not considered in their
work. The most important performance index in modern
communication systems is the coded bit error rate (BER).
Thus channel coding should be taken into account to
assess the performance degradation caused by the clipping
effect.

In this paper, we use the dirty paper coding (DPC)
[9] with peak power constraint to replace the THP used
in [6]. The information-theoretic results revealed in [9]
claim that with average power constraint, if we know the
interference sequence (side information) noncausally at
the transmitter, the interference can be removed com-
pletely even if the receiver has no information of it.
The DPC has several advantages over the THP, such as
avoiding the shaping loss, power loss, and modulo loss
[10] which will be explained in Section III. The practical
code design issues of DPC can be found in [11]–[13].
To gain these advantages, we first show that the vector
transmission problem with PA constraint can be recast
as several parallel scalar transmission problems with the
same PA constraint and noncausal side information at the
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transmitter. Although the original DPC problem focuses
on average power constraint, we can still use the same
concept with additional peak power constraint. The coded
BER performances of conventional OFDM, Collings and
Clarkson’s method, and the proposed one with bit loading
are performed by simulation. When channel coding is
considered, Collings and Clarkson’s method is the worst.
The proposed method performs the best when the number
of bits is large and hence is suitable for high speed
transmission.

This paper is organized as follows. In Section II we
introduce the system model and explain how to obtain the
parallel scalar transmission problems. In Section III we
review the development of several precoding schemes in-
cluding DPC. After that, the general code design concept
is presented in Section IV. Section V provides a practical
code design. Simulations and discussions are given in
Section VI. Finally, Section VII concludes this paper.

II. SYSTEM MODEL AND PROBLEM FORMULATIONS

The following notations will be used throughout the
paper. Vectors and matrices are denoted by lowercase
boldface and uppercase boldface alphabets respectively.
The identity matrix is denoted byI. Subscripts indi-
cate the dimension of the vector or matrix.(.)H means
transpose and complex conjugate. Random variables are
denoted by uppercase alphabet. As in the common trans-
mission model used in OFDM systems, we assume that
the guard interval is appended to each transmitted block
and removed at the receiver. The guard interval is assumed
to be long enough to avoid the inter-block interference.
Without loss of generality, we assume the linear range of
PA is within [−1/2, 1/2]. To avoid the clipping effect of
PA, we consider the following vector transmission

ym = Hxm + nm, (1)

peak power constraint:|xm,i|2 ≤ 1/4,

average power constraint:E[|xm|2] ≤ NPx

where xm ∈ CN×1 is the mth transmitted block with
the ith entry denoted byxm,i; ym ∈ CN×1 is the mth
received block;H ∈ CN×N is the channel matrix which
is assumed to be constant;nm ∈ CN×1 is the complex
additive white Gaussian noise vector at the receiver with
zero mean and varianceσ2 for all entries; Px is the
average power constraint per sample at the transmitter. We
will show that the vector transmission problem in (1) can
be turned intoN parallel scalar transmission problems,
each having peak power constraint1/4 and noncausal side
information at the transmitter.

In the following we summarize Collings and Clrark-
son’s model. Then we relate this model to the DPC
problem with peak power constraint. Assume the channel
model is known at the transmitter. To form the parallel
scalar problems, Collings and Clarkson first applied the
QR decomposition toH,

H = QR = QDU

whereQ is a unitary matrix andD = diag(R) such that
the diagonal entries of the upper triangular matrixU are
all unity. With x̃m , Uxm and ỹm , D−1QHym, we
then have theN parallel channels with theith channel
being

ỹm,i = x̃m,i + ñm,i, 1 ≤ i ≤ N (2)

where ñm,i is the ith element ofD−1QHnm, which is
complex Gaussian with diagonal covariance matrix. With
the fact thatxm = (I−U)xm + x̃m and (I−U) is
strictly upper triangular, we have

xm,i = x̃m,i −
N∑

k=i+1

xm,i · ui,k

, x̃m,i − sm,i (3)

where ui,k is the entry ofU in the ith row and the
kth column. Note thatxm,N = x̃m,N . In the following,
we illustrate how to formulate (3) as a DPC problem
with additional peak power constraint. If we encode
xm,N , . . . , xm,i+1 beforexm,i, then sm,i can be treated
as the noncausally known interference at the transmitter.
With (2) and (3), we can turn the original problem (1) to
the following N subchannels

ỹm,i = xm,i + sm,i + ñm,i, (4)

peak power constraint:|xm,i|2 ≤ 1/4,

average power constraint:E[|xm,i|2] ≤ Px

where i = 1, . . . , N . The variance ofñm,i is σ2
i =

σ2/|di|2, wheredi is theith diagonal term ofD. Compar-
ing (1) and (4) we can find that the QR decomposition
does transform the vector transmission intoN parallel
scalar ones with noncausal side information. Note that the
channel in (4) is different from the DPC channel defined
in [9] which only specifies theaverage power constraint.
However, after a proper modification the code design
ideas from the DPC can still be used. This modification
will be discussed in Section V. Althoughsm,i are corre-
lated with each other, as will be shown in the next section,
xm,i can still be made independent of each other with the
aid of a random dither and the modulo operation [14].
When using waterfilling and bit loading to achieve the
capacity of parallel channels, the independence between
the parallel channels is an important assumption which is
violated in Collins and Clarkson’s work. This will also be
discussed in Section V.

III. R EVIEW OF SEVERAL PRECODING SCHEMES

In this section we briefly introduce the evolution of
three important precoding schemes, which are Tomlinson
Harashima precoding, trellis precoding, and dirty paper
coding. Assume an interference channel which is modeled
as

Y = X + S + Z

where S is an arbitrarily noncausal interference known
at the transmitter andZ is identically independent dis-
tributed Gaussian noise with zero mean and varianceσ2

Z .
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Assume the transmit power constraint isPX , E[X2] and
the power ofS is PS . Heuristically, we may transmit the
presubtracted signalX−S such that the received signal is
X+Z. But the transmitted power becomesPX+PS which
exceeds the power constraint byPS . On the other hand,
if PX > PS , the encoder may use part of the available
power to cancelS. However, the maximum transmission
rate is only at12 log(1 + PX−PS

PZ
).

A. The Tomlinson Harashima Precoding

To mitigate the power enhancement problem described
above, Tomlinson [7] and Harashima [8] used the scalar
modulo at the transmitter

Y = [X − S] mod A + S + Z

where the modulo interval is(−A/2, A/2]. In short,
only the quantization error is transmitted. As a result,
the dynamic range of the transmitted signal is within
the range of−A/2 to A/2 and the problem of power
enhancement can be overcome. The modulo operation
folds the approximated Gaussian input and makes the
output signal approximately uniformly distributed. See
[15] for detailed analysis. At the receiverX can be
recovered by another modulo operation:

X̂ = Y mod A

= [X − S + S + Z] mod A (5)

= [X + Z] mod A

where (5) follows from the distributivity of the modulo
operation. Although the problem of power enhancement
is solved, there are still three main losses [10]:

• Shaping loss: To achieve the capacity, the transmitted
sequence should be chosen uniformly in high
dimensional spaces and bounded by a hypersphere.
The density induced on the constituent constellation
is Gaussian, and here it is uniformly distributed.

• Power loss: Since the transmitted signal is uniformly
distributed in(−A/2, A/2] and A/2 is larger than
the magnitude of the largest alphabet ofX, the
transmit power of THP is larger than that without
precoding.

• Modulo loss: The original decision boundaries of the
outmost constellation points are half planes. After
modulo operation these decision boundaries dimin-
ish. When the SNR is low, these outmost points are
prone to be decided as those at the opposite corners
of the constellation which incurs performance loss.

B. The Trellis Precoding

Trellis precoding [16], in practical, is the precoding
method most similar to DPC. Trellis precoding jointly
considers THP and signal shaping such that the shaping
loss is overcome. The power loss is also dramatically
reduced. This is because the distribution of the trellis

precoded signal is approximately Gaussian and the prob-
ability of signals falling out of the support of the original
constellation caused by precoding is much smaller than
that of the uniform one. But trellis precoding still suffers
from the modulo loss.

C. The Dirty Paper Coding

Costa [9] proved that with proper encoding the capacity
of channels with interferences known at the transmitter
equals that of an interference free Gaussian channel. He
applied the concept oflinear assignment1

X = U + αS (6)

to Gel’fand and Pinsker’s formula [17]

C = max
p(u,x|s)

I(U ;Y )− I(U ; S)

where U is a finite alphabet auxiliary random variable
chosen from a codebook2. Costa proved that ifα in (6) is
chosen as the minimum mean-square-error (MMSE) esti-
mator for the real random variableX given the received
signalY = X + Z, i.e.

α =
PX

PX + σ2
Z

, (7)

the AWGN channel capacity can be achieved. The reason
is that this additional scaling factor can eliminate the
modulo loss. Note that this real channel is the equivalent
real interference-free channel of (4), i.e.,sm,i = 0. The
practical coding scheme of DPC had been unknown until
Erez, Shamai, and Zamir [18] proposed that the nested
lattice can be used. In the nested lattice scheme, the chan-
nel and the shaping codewords are selected from the fine
and coarse lattices respectively. After that, Bennatanet al.
[13] proposed superposition coding scheme to implement
the DPC. Superposition coding relaxes the restriction
in the nested lattice scheme that the shaping codeword
must be nested in the channel codeword. Besides, the
superposition coding scheme also relaxes the requirement
of linear codes used in the construction A to build the
lattice. The codes used in the superposition coding can
be nonlinear. In the following we give a brief review of
the superposition coding which plays an important role in
our work.

IV. T HE SUPERPOSITION CODING SCHEME

Assume that the subchannels in (4) are separately
encoded. A codeword of each subchannels extends
L blocks and L must be a few times smaller than
the channel coherence time to makeH constant
within a codeword transmission. Here a block
contains N symbols. For theith channel, we form
an equivalent real vectorxi = (x̌1,i, . . . , x̌L,i)T, where
x̌m,i = [Re{xm,i}, Im{xm,i}]. The side-information
vector si, the additive noiseni, and the received vector

1This term was coined by Bennatan [13].
2Readers who are interested in the method of random coding selection

for U , please refer to [17].
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yi are obtained similarly. We define the following two
operations for a real vectorg with length2L. In addition,
the Crypto lemmawhich is important in the following
derivation is also restated.

Definition 1: The mod A operation on vectorg,
denoted byg′ , g modA, is defined componentwisely
for each element ofg, such thatg′i = gi − QA(gi), ∀i,
whereQA(gi) is the nearest multiple ofA to gi.

Definition 2: The modulo operation associated with a
quantization codebookCq generated by a code (linear or
nonlinear), is defined as

bgcCq = (g −QCq (g))mod A

where the quantizerQCq (g) associated withCq is defined
by:

QCq (g) , {c ∈ Cq : g′ = (g − c) mod A,

‖g′‖2 ≤ ‖(g − c′) mod A‖2,
∀c′ ∈ Cq, c′ 6= c}

where‖ · ‖ denotes the Euclidean norm.

Lemma 1. (Crypto lemma, [19])
Let G be a compact Abelian group with group operation
+, and letY = X + N , whereX and N are random
variables overG. N is independent ofX and uniform
overG. ThenY is independent ofX and uniform overG.

In the following the encoder, decoder, and some
characteristics of the superposition coding scheme are
discussed.

Encoder: The encoder selects a codewordcc
i according

to the source message and transmits the vector

xi = b(cc
i − αisi − ui) mod AcCq (8)

where ui, uniformly distributed in the2L-dimensional
cube [−A/2, A/2]2L and independent of the channel
and interference, is a dither signal known to both
the transmitter and the receiver. The scaling factor is
αi = Pxi/(Pxi + σ2

ñi
) whereσ2

ñi
is the variance of the

additive noise in (4).

In (8), if x is white, scalarα suffices. In vector
quantization theory, whitex can be generated whenQCq

is a good vector quantizer [20]. The encoder in (8) can
be derived from the nested lattice [21]. We give a proof
as following.

Proof: Here we want to derive the connection
between (8) and the modulo operation with respect to
a construction A lattice, that is

v mod Λq = bv mod AcCq
(9)

wherev ∈ Rn is the signal to be shaped andΛq is a
lattice in the Euclidean spaceRn which is constructed by

the construction A [22]

Λq = Cq + AZn

whereCq is a linear code overGF (A) andA is a prime
number.

We begin the derivation from the definition of the
modulo operation with respect to the latticeΛq, that is

v mod Λq = v − c− r

where

{c, r} = arg min
c′∈Cq

r′∈AZn

||v − c′ − r′||2.

Actually

min
c′∈Cq

r′∈AZn

||v − c′ − r′||2 = min
c′∈Cq

||(v − c′) mod A||2

(10)

= min
c′∈Cq

||(v mod A− c′) mod A||2

(11)

= bv mod AcCq
. (12)

The equality of (10) is simply from Definition 1. The
equality of (11) is from the distributive property of mod
A operation. (12) is from Definition 2.

From the above derivation, we can find that if the
constructing codeCq is linear, the original modulo
operation with respect toΛq can be simplified as
to find a codeword inCq with two additional scalar
quantizations, i.e. mod A, as shown in (9). In fact,
the DPC transmission model derived from nested
lattice theory [21] can be seen as a special case of (8)
when Cq is linear. However, onceCq is nonlinear, (8)
may not be explained in this way sinceΛq is not a lattice.

This encoder in (8) can be further written as

xi = (cc
i + cq

i − αisi − ui) mod A (13)

wherecq
i = −QCq (c

c
i − αisi − ui) mod A. Using the

distributivity of modulo operation again, (13) becomes

xi = (cc
i + cq

i − (αisi + ui) mod A) mod A

= (cc
i + cq

i − d′) mod A (14)

where the equality in (14) follows from the Crypto
lemma andd′ is uniformly distributed in[−A

2 , A
2 ]2L. It is

clear thatxi is independent ofsi. Thusxi is independent
of xk for all k 6= i and all subchannels are independent.
Note that cq

i depends onui so we can not use the
Crypto lemma to claim thatxi is uniformly distributed
in [−A

2 , A
2 ]2L. In fact, xi is truncated Gaussian. AsA

approaches infinity,xi becomes Gaussian.

In order to minimize the clipping probability, we can
impose an additional constraint on the quantizerQCq

such thatx2
2i−1 + x2

2i ≤ 1
4 , 1 ≤ i ≤ L. If we properly

design the quantization codebook, the power ofxi can
be minimized and the power constraint of PA is satisfied.
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Themod A operation also serves to limit the range ofCq

to make the encoding and decoding easier to implement.

Decoder:After passingxi through the channel in (4), the
decoder first performs some processing on the received
signal to get

ŷi = (αiyi + ui) mod A

= (cc
i + cq

i + ei) mod A (15)

whereei = −(1 − αi)xi + αiñi. (15) comes from the
distributive property of themod A operation and (13).̂yi

is then used to obtain an estimationĉc
i of cc

i . Due to the
effect of the dither,ei, cq

i andcc
i are independent of one

another.

V. PRACTICAL CODE DESIGN

The overall transmission model is depicted in Fig. 1.
Fig. 2 illustrates the transmission of each subcarrier where
data over the bold and fine connections are in finite and
real field respectively. The quantizer codebook consists
of a convolutional code followed by a constellation map-
ping. In the practical DPC design, we use the sign bit
shaping [23] to generate the quantization codebook. The
quantization process in Definition 2 is performed by the
Viterbi algorithm (V.A.). It searches codewordscq

i with
the following two properties. The first is to make the
quantization error satisfy the peak power constraint. And
the second is to minimize the energy of the quantization
errorxi. There is a tradeoff between the peak and average
power constraints [16]. Thus independent selection of
these two constraints may result in no extendable branch
in the trellis. In our case we only set the peak value and
find the codeword with minimum average power among
those satisfying the peak constraint. The outputcq

i is used
to change the sign bits ofcc

i before the constellation
mapping.

At the decoder side, we have the equivalent channel
(15). To decodecc

i , we chooseHT
s in Fig. 2 as the

parity check matrix of the quantizer. Then we can do
hard decision on the sign bits and eliminatecq

i . However,
due to the noiseei and modA operation, the performance
may not be good enough. Since the convolutional code is
used in our system, we can combine the channel code and
quantizer trellises to jointly decodecc

i +cq
i . In general,ei

in (15) is not Gaussian, but we can still use a suboptimal
decoder which findŝcc

i that maximizes the following
metric

∑

∀cq
i

∑

z∈Z2L

exp
[
−||ŷi − ĉc

i − cq
i −Az||2

2σ2
ei

]
(16)

whereσ2
ei

is the variance ofei. Rigorous analysis of the
optimality of the decoding metric can be found in [14]. In
practice, only a few neighboring modA intervals need to
be considered. Thus the summation over all cubic lattice
points can be avoided.
Since the noise variance is different in each subchannel
due to different subchannel gains, bit loading is necessary

to make the system achieve the capacity. To use the
bitloading or waterfilling for parallel Gaussian channels,
white transmitted signals and noise are necessary. With
the aid of dirty paper coding, the transmission in (4) can
be transformed into

ỹm,i = xm,i + ñm,i, (17)

peak power constraint:|xm,i|2 ≤ 1/4,

average power constraint:E[|xm,i|2] ≤ Px

wherei = 1, . . . , N . In addition, from the Crypto lemma
xm,i are independent for alli. Thus (17) containsN
parallel Gaussian noise channel. Therefore, the bitloading
can be used to achieve the capacity. However, in Collings
and Clarkson’s case, the transmitted signal is not white
and the use of bitloading incurs performance loss.

To prevent loading noninteger or negative number of
bits, the loading formula in [6] is used. LetBk denote the
number of bits that are loaded on thekth sub-channel.
Let M denote the total number of bits to be transmitted.
The Bk bits are Gray mapped onto a QAM constellation
which has 2Bk points evenly distributed in

[−1
2 , 1

2

)2
.

The bit loading procedure is summarized as follows:

Step 1. SetBp = 0.
Step 2. Calculate the following three terms

βk , log2 dk +
1
N

(
M

2
−

N∑
p=1

log2 dk), (18)

S ,
N∑

p=1

dβke − M

2
, (19)

δk , dβke − βk. (20)

Step 3. AssignBk = 2(dβke− 1) bits to the subchannels
with the S largest values ofδk and Bk = 2dβke to the
remainder.

VI. SIMULATIONS AND DISCUSSIONS

In the following, we compare the coded BER per-
formances of OFDM, QR with THP [6] and QR with
DPC by computer simulations. The number of loaded
bits per block is set as 250. Note that this is a relatively
high loading situation. Most PAPR reduction papers only
consider uncoded case but channel coding is inevitable
in modern high rate transmission. Thus we compare both
coded and uncoded performances. In our simulation the
HIPERLAN/2 BRAN A channel model [24] for typical
office environments (non line of sight) is used. Several
important characteristics of the channel are introduced
as follows. The channel is modeled by a finite impulse
response filter with 18 taps. The root mean square delay
spread of the channel is 50 ns and the maximum delay
is 390 ns. The number of subchannels is set to 64. The
power delay profile of the channel is listed in Table I.
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Each codeword of the shaping code coversL=32 blocks
in both cases. The modulo sizeA is set to 1 for our
proposed method. Nonsystematic convolutional codes are
used for both the shaping code and channel code. The
generator polynomials are listed in Table II.

When channel coding is not considered, the
transmission model can be obtained by removing
the channel coding block in Fig. 2. Fig. 3 shows the
simulation result without channel coding. Since the
considered SNR range is high, the effect of noise is
small. The method in [6] can prevent clipping by just
scaling the signals into the linear range with very little
performance degradation. Note that the clip-to-average
ratio is set to 5 dB in [6], which is a small value. As
the loading is high, the OFDM signals are prone to
be clipped. Under such an unfair condition, OFDM is
obviously worse than the method in [6]. The gain of the
proposed scheme is obvious from Fig. 3. Fig. 4 compares
the performance when channel coding is considered. All
three systems use soft decoding. From Fig. 3 and Fig. 4,
we can find that the three curves become much closer
to one another in coded case. Intuitively, most errors
caused by clipping can be recovered by the channel
coding. In addition, OFDM performs better than QR
decomposition with THP. The proposed method still
performs best although we use an suboptimal metric to
do the joint decoding. It is easy to verify that the method
proposed in [6] is indeed a special case of our approach.
In particular, that method transmits signals on theith
subchannel withαi = 1, ui = 0 and there is nob.cCq

in

(8) andA is set as1/
√

2.

Finally we summarize the advantages of the proposed
method over the one in [6]:

• From information-theoretic point of view, bit loading
operation maximizes the system throughput under
the assumption that subchannels are independent.
Without the ditherui, the transmitted signalxi in
Collings and Clarkson’s model will depend onsi.
Then all subchannel signals are correlated. Thus
bit loading may not achieve the desired capacity.
When DPC is applied, due to the dither and modulo
operation, these subchannels are independent.

• The MMSE scaling factorαi can minimize the vari-
ance of additive noise at the receiver. The proposed
method suffers less noise power and operates better
at low SNR.

• The sign-bit shaping makes the transmitted signal
distributed more like Gaussian and has lower power,
thus introducing the shaping gain.

VII. C ONCLUSION

In this paper, we use the concept of DPC with peak
power constraint to replace the THP in [6]. BER perfor-
mances for conventional OFDM, Collings and Clarkson’s
method, and the proposed method with bit loading are
obtained through simulation. When channel coding is
considered, Collings and Clarkson’s method is the worst.
The proposed method performs best when the number
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Figure 3. Performance comparison for 250-bit loading, without channel
coding.
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Figure 4. Performance comparison for 250-bit loading, with channel
coding.

of bit is large and hence is suitable for high speed
transmission.
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