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Abstract—Due to the precedence constraints among vertices, the
partitioning problem for time-multiplexed field-programmable gate
arrays (TMFPGASs) is different from the traditional one. In this paper,
we first derive logic formulations for the precedence-constrained parti-
tioning problems and then transform the formulations into integer linear
programs (ILPs). The ILPs can handle the precedence constraints and Fig. 1. Xilinx TMFPGA configuration model.
minimize cut sizes simultaneously. To enhance performance, we also
propose a clustering method to reduce the problem size. Experimental
results based on the Xilinx TMFPGA architecture show that our approach  \MRs and then a new configuration is loaded into the active configura-
outperforms the list-scheduling (List), the network-flow-based (FBB-m) tion memor
(Liu and Wong, 1998), and the probability-based (PAT) (Chao, 1999) Y: . . L
methods by respective average improvements of 46.6%, 32.3%, and Because the logic and interconnect needed for a circuit is time-mul-
21.5% in cut sizes. Our approach is practical and scales well to larger tiplexed on a TMFPGA, its partitioning problem is different from
problems; the empirical runtime grows close to linearly in the circuit size.  traditional ones. (This partitioning is similar to the scheduling problem

More importantly, our approach is very flexible and can readily extend . piq |evel synthesis [12].) The major difference is that the execution
to the partitioning problems with various objectives and constraints,

which makes the ILP formulations superior alternatives to the TMFPGA  order of circuit elements must follow the precedence constraints in the
partitioning problems. TMFPGAs. The TMFPGA partitioning problem has been studied in
the recent literature [4]—[6], [15], [17]. Chang and Marek-Sadowska in
[4] and [5] presented the list-scheduling methods (List) for buffer-reg-
ister and cut-size minimization for various TMFPGA architectures.
|. INTRODUCTION Liu and Wong in [15] proposed a network-flow-based algorithm

Time-multiplexed field-programmable gate arrays (TMFPGA F_I_3P-m) for multistage precedence-const_ralned partitioning for the
improve logic efficiency by dynamically re-using hardware. Cur- llinx-like TMFPGAs. Recently, Chaet al. in [6] proposed a prob-
P 9 y by dy y g ) ability-based approach (PAT) for the partitioning for the Xilinx-like

rently there is fast growing interest in TMFPGAs for reconfigurabl el . i
computing. In TMFPGAs, a large design can be partitioned ir]ﬁc‘)MFPGAs. The probability-based approach combines second-order

; . e information and a stochastic-gain function [9], the Fiduccia and
multiple stages to share the same smaller physical device in differ . - S
. . ; attheyses partitioning-based iterative-improvement method [10],
time frames. Several different architectures have been proposed, e

the Xilinx architecture [17], the virtual element gate array [13], thaﬁd the maximum fan-out-free cone-based clustering [8]. It gives the
- est results among the previous works for the TMFPGA partitioning
dynamically programmable gate array [3], [7], dharma [1], etc. A

these models allow dynamic reuse of logic blocks and wire se meH{Oblem'
y 9 9 ?n this paper, we present generic integer linear programming (ILP)

by reprogramming on-chip static random access memory (SRAIYIc?rmulations for the multistage precedence-constrained partitioning

bits. heproblems. We begin with a mathematical description of the partitioning

Fig. 1 shows the Xilinx TMFPGA configuration model [17]. T biecti d traints. which iIv be t lated into int
TMFPGA emulates a single large design through multiple configur DJEctives and constraints, which can easlly be transiated into integer
Inear programs. Unlike most existing methods that can consider the

tions. Circuit configuration can be partitioned into multiple stages and

stored nthe confguraton ey pianes CNPS) The TWEPGA Gl C20%1CE Conetai and cuszes i somve o iges ata e
hold only one active configuration in any time frame. Each configu- 9 y

ration is called amicrocycleand one pass through all microcycles is?_nd’ thus, has a more global perspective to optimize given objectives.
o o . 0 enhance performance, we also propose a clustering method to
called auser cycle All combinational logic is evaluated and flip-flop Lce the problem size- the clustering provides a tradeoff between
values are updated in one user cycle. The target architecture congg?l?. P . T 9p . .
runtime and solution quality (in terms of CLB and interconnection

of an array of augmented XC4000-style control logic blocks (CLBs ; o .
[17], [18]. Each CLB includes microregisters (MRs) to store the inte ‘osts). Experimental results based on the Xilink TMFPGA architecture

mediate values of combinational logic for use in later microcycles aﬁg?v\y rt:‘r’fllt \(/J\/uk; ap%ro'zighp ?;Jtpeir;orms dtrtf Ils:-sbc h&ﬁtu “Eg (L(;St)F’, Af_:_]e
also hold the flip-flop values for use in the next user cycle. A micr etwork-flow-based ( -m) [15], a e probability-based (PAT)

. X . . (.te] by respective average improvements of 46.6%, 32.3%, and 21.5%
cycle starts with saving all CLB results of the previous microcycle i : : . : .

In cut sizes. More importantly, our algorithm is very practical and
scales well to larger problems; the empirical runtime grows close to
linearly in the circuit size. Its runtimes range from 38 min for the
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stage: ] 2 3 4 Problem: Determine thep-stage precedence-constrained parti-
| I I tioning with the following objectives.
PIs | ! | 1) Balance objectiveMinimize max{w(V;)|1 < i < p}, where
POs V; denotes the vertices in the stage
2) Min-cut objectiveMinimize max{|[;| |1 < i < p}.
The logic in different stages share the same physical CLBs in a
1 | time-multiplexed manner. Hence, the CLBs used in a microcyle cannot
' exceed the number of actual CLBs in a TMFPGA, i.e., the number of
vertices should be smaller than the number of actual CLBs. The bal-
ance objective, minimizenax{w(V;)|1 < i < p}, is to balance the
sizes of stages so that the design can fit into a smaller physical device.
constraints. Section VI reports the experimental results. Finalijhe min-cut objective minimizes the maximum cuts between succes-
conclusions are given in Section VII. sive stages.
Fig. 3 shows a part of a design that has been partitioned into four
MPs in a TMFPGA. Assume that a vertex requires a CLB and an in-
terconnection requires an MR. For example, the partitioning shown in
Il. PROBLEM FORMULATION Fig. 3(a) needs five CLBs and five MRs while that shown in Fig. 3(b)
uses only three CLBs and three MRs. Therefore, the partitioning shown
A circuit can be represented by a graph= (V, E). Each vertex in Fig. 3(b) is desirable.
v € V (edgee € FE) corresponds to a gate (net) in the circuit. The
vertices inl” consist oftombinational verticeandflip-flop vertices A
combinational (flip-flop) vertex represents a combinational gate (flip-

flop) ina C;II’CUIt. Each vertex € ‘/’ has a weighto(v). The weightof |, this section, we first describe the ILP formulations for the MPCP
asubset”’ of V, denoted byw(V"), is given by}~ o w(v). problem. To reduce the total execution time of a user cycle, we add the
Foranet with n verticesvr, vz, . .., vy, letv, be thefan-outvertex || p formulations for timing associated with the temporal precedence
whose output signal is the input signaktp(2 < j < ») andv; isthe  graph (TPG).
outputvertex ofv,. The netsE can be divided in two categorieg..
and E; according to the type of fan-out vertices. A re€ E. (E;)
if the fan-out vertex,; is a combinational (flip-flop) vertex. A net is
called atwo-terminalnet if it connects only two vertices; if it connects The notations used in our formulations are defined as follows. Sup-
more than two vertices, then it isaultiterminalnet. We denote a net pose that a hypergragR(V, E) with n vertices andn nets is parti-
ebye = (vi — (v2,vs,...,v,)), Wherev; is the fan-out vertex and tioned intop stages.
v2, V3, ..., U, are its output vertices. In the MPCP problem, given a circul¥(V, E) and a TMFPGA
For a TMFPGA, a circuit is partitioned into several stages such thaith » MPs, the circuit is partitioned intp stages without violating
the logic in different stages temporally share the same physical FP@® precedence constraints, balance objective and the cost of the parti-
CLBs. Each stage formsraicrocycleand one pass of all stages formdioning is minimized, where the cost consists of the maximum numbers
auser cycleMRs store the intermediate values of combinational logief interconnections and CLBs needed in a stage. The above cost can be
for use in later microcyles in the same user cycle and store flip-flapinimized by the ILP formulations presented in the following.
values for use in the next user cycle. Therefore, the interconnectiond he variables used in the formulations are as follows.

Fig. 2. Four stages in the precedence-constrained partitioning of a circuit.

Ill. ILP FORMULATIONS FOR THEMPCP FROBLEM

A. Two-Terminal Nets

among stages determine the number of MRs that the TMFPGA needl. Integer variable that denotes the number of CLBs needed
We label interconnections between stagesdi + 1 asl; and denotes in the TMFPGA.

the size ofl; as|I;|. We calll; asith cutrepresenting the cuts (inter- M. Integer variable that denotes the number of MRs (or inter-
connections) between stageandi + 1,1 < ¢ < p — 1, wherep connections) needed in the TMFPGA.

is the number of memory planes (MPs) in a TMFPGA. Moreo¥gr, i,; 0-1 integer variable associated with x; ; = 1 if v; is
represents the cuts between staga this user cycle and stage 1 in assigned to the stage otherwise,:; ; = 0.

the next user cycle. According to the Xilinx-like architecture [17], the:,« 0-1 integer variable associated with a pet= (v;, —
following precedence constraints must be satisfied: 1) each combina- (viy)), Wheree; € E.y; 1, = lifnete; = (vi; — {(viy,))
tional vertex must be scheduled in a stage no later than all its output introduces an interconnection between the stdgesd
vertices and 2) each flip-flop vertex must be scheduled in a stage no k + 1 (kth cut); otherwisey; » = 0.

earlier than all its input and output vertices. These constraints definiet and Wong in [15] used am-bounded unidirectional min-cut
a partial temporal ordering on the vertices in the circuit. Pe¢(v) to ensure thatll. is bounded in the rangel — ¢)a, (1 + €)a],
be the precedence of a vertexFor two vertices, andv., we define €.9.,¢ = 5% in their implementation. In this section, we follow
Pre(vi) < Pre(v.) if 1 must be scheduled no later than In other the «-bounded approach to limit the maximum number of CLBs
words, in order to produce the correct result in one user cycle for a pageded in each stage. Thus, we only consider the maximum number
titioned time-multiplexed circuit, the virtual CLBs must be evaluatedf interconnections needed in each stage as the cost function. For the
in the proper order (see Fig. 2) and the MRs used in a microcyle canpestage precedence-constrained partitionings |V |/p.
exceed the number of actual CLBs in a TMFPGA. We call this type of For a nete; € E., y; » = 1if v;, is assigned to stage..., ork
partitioning agprecedence-constrained partitioning andv;, is assigned to stage+ 1, ..., orp; otherwisey; » = 0. Thus,

By the above constraints, we formulate the MP-constrained pari-x is given as follows:
tioning (MPCP) problem for TMFPGAs as follows.

MP-Constrained Partitioning Problem:

Input: Given a circuitG = (V, E) and the number of MPgin  Yik = (OR(ziy 1, @iy 1)) AND

a TMFPGA. (OR(Ziy hitse iy )1 <k <p—1. (1)
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# of vertices 5 4 1 1 max{w(Vi) }=5
# of interconnections 5 2 2 max({l fil}=5
(@)
| I |
O———+—=0 | '
i I O—+—0
! | |
| I |
|
0O | |
[ ! !
# of vertices 3 3 3 2 max{w(Vi) }=3
# of interconnections 3 2 3 max{| Ji1}=3
(b)

Fig. 3. Precedence-constrained partitioningnf@ak{w(V;)|1 < 7 < p} = 5 andmax{|l;| |1 < i < p} = 5. (b) Better partitioning withnax{w(V;)|1 <
i < p} = 3andmax{|[;| |1 < i < p} = 3.

stage: 1 ... k k+l ... P For ane; € Ey, y:,, is always equal to one, since the value from a
flip-flop vertex must to be stored in an MR for later use in the next user

/‘T\ \\\ CyCle

1@ @ Nets Therefore, the MPCP problem can be formulated as follows:
PIs —i O Q —~POs |

\{\ //

|

| . '
k—thcut | minimize M,
Flip=flop vertices subjectto (1 —e)a < M. < (1+€)a (5)
Fig. 4. Two flip-flop nets(vy — (v2)) and(vs — (v4)). Each of them Zl"?]’ —M.<01l<j<p 6)
contributes an interconnection to théh cut. =1
r
daiy=11<i<n 7)

By the precedence constraint, must be assigned to a stage no later
thanwv,, . Therefore, the twor terms in the above equation cannot be

7j=1

p P
zero at the same time. Equation (1) is mathematically equivalent to (2) Z | Z Fai, 1 <0
k=1 k=1
k P
yik = <Zr + :L> —1L1<k<p-1. (2 f‘;r eache; = (;/'fl — (viy)),ei € E. ®)
s=1 s=k+1 Z k‘Lfizyk . Z L?(L’,‘llk g 0
For a nete; € E., y;, is always equal to zero, since the data of a k=1 k=1
combinational node is only used in the current user cycle. for eache; = (vi;, — (vi)),e: € Ef 9)
Forannete; = (vi; — {(vi,)) € Ef, yir. = 1if v;; andv;, are Z Yyir — M, <0,1<k<p. (10)

both assigned to stagés. ..,k or v;, andv;, are both assigned to

c; €L
stagest + 1,...,p; otherwisey; , = 0. (See Fig. 4 for a graphical
representation.) The objective function is used to minimize the number of MRs. Con-
We formulatey;, as follows: straint (5) ensures thatf. deviate within the range(l — ¢)a, (1 +

€)a]. Constraint (6) states that each stage cannot contain more than
M. CLBs. Itis clear that; € V' can be assigned in exactly one stage,
OR ((OR(%iy kt15---2Tiy p)) which is formulated in constraint (7). Constraints (8) and (9) ensure
AND (OR(@ig kt1s-++5Tigp))), L <k <p-—1. (3) that the precedence relations of the graph will be preserved. For any
nete; = (vi; — (viy)), if e; € E. (Ey), then constraint (8) [ (9)]
Similarly, (3) is mathematically equivalent to (4) ensures that;, will be scheduled in a stage no later (earlier) than
P » Constraint (10) states that any cut size between two adjacent stages
gin =2 — (Z Tig.s + Z :L,l.m) 1<k<p-1. (4 ianqot <a|xceed1r—an interconnection in a cut needs an MR to save
its signal.

Yk =((OR(2i 15,2 1)) AND (OR(2i5,1, ..., %iy,k)))

s=1 s=k+1
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B. Multiterminal Nets

In this section, we present the ILP formulation for multiterminal net:
We redefine the 0-1 integer variabje, associated with a multiter-

minal nete; = (vi — (v, v,....,v5,)). ¥i.x = 1 if the netin-
troduces an interconnection between stagesdk + 1; otherwise,
yik = 0.

First, we consider multiterminal combinational nets in a circuit. F
anete; = (vi — (v, v5,,...,v;,)) in E., v; is a combinational for the nete;
vertex andPre(v;) = Pre(v;,) for1 < ¢ < ¢.v; must be in a stage

no later than its output vertices,'s (1 < ¢ < ¢). Therefore, we shall
rewrite constraint (8) for net; as follows:

r r
D kwik =Y ke k<00 1<t<q.
k=1 k=1

Foranete; € E.,y;» = 1if v; is assigned to stage 1,2., or k
and any o, ..., v;, is assigned to stage+1,.. ., orp; otherwise,
yi.x = 0. Thus,y; « is given as follows:

Yi k :(OR(JJL'J, ey :lﬁ,jy;)) AND
(OR(T]’I,]‘»+1, ey Zl“rjlyp))
OR (OR(z;1,..., i) AND

(OR (%5 kt1s- -5 Tjp,p))
OR--- OR(OR(.’I?{VI, ce mz’,k)) AND
(OR(JTquk'-ﬁ-ls cees Ly, 713)) (11)

Let

Zigk = (OR(z;,1,. .., xi 1)) AND (OR(2j, kt1ys---5Tj,,p))s

1<t<q. (12)
Rewriting (11), we have
Yik = Ziy ,k OR Zig k OR ... OR Zig k-
Similar to (2), we have
k P
Gk = Y wis+ > . —1, 1<t <q (13)
s=1 s=k+1

1269

(10), we havezcieb, yi,x < M,. Since the objective function will
minimize M., y; ». will be set to zero when al;, »'s are set to zero.
Therefore, (13) is mathematically equivalent to (14).

We now consider multiterminal flip-flop nets. For a ret= (v; —
(Vi1 Vjys .-y v5,)) In By, v, is a flip-flop vertex andPre(v;,) <
Pre(v;) for 1 < ¢ < ¢.v; must be in a stage no earlier than its output

o\{BrtiCeS’U‘]‘t,S (1 <t < q). Therefore, we can rewrite constraint (9)

as follows:

P P
D kwjn =) krix <0.1<t <.
k=1 k=1

Foranet; € Ef, y,» = Lif v; and any ofv;,”s (wherel < ¢ < q)
are both assigned to stages. ., k or stages + 1,..., p; otherwise,
yi.x = 0. We formulatey; . as the equation shown at the bottom of the

page.
Let
Zitk =(((OR(zi,1,...,2; %)) AND
(OR(zj,1,-.-5%j, %)) OR
((OR(:L’,‘,J‘-,_H peeey .I‘Lyp)) AND
(OR(I,HJ1+1 s Ly 71’))))3
1<t<yqg.

Rewriting the equation at the bottom of the page, we have
yik =2,k ORZ, ; OR -+ OR 2 ;, 1<k <p-—1.
By (4), we have

k P
=2 <z+ > ) l<t<a @9

s=k+1

s=1

Similar to constraint (14), we need the following constraint to satisfy
the definition ofy; x:

q
Dok —ayin <0, 1<k<p-1L (16)
r=1
Now we consider theth cut. For any flip-flop net; = (v;i —

(Vj1svjgs- -+ 05.)), yi,p always equals one because the output;of

In addition, we need the following constraint to satisfy the definitiomust be saved for use in the next user cycle. Thus, we have

of yix:

q
> ik —ayie <0, 1<k <p—1.

t=1

(14)

yi,p = 1, for each flip-flop nets

C. Performance-Driven MPCP (PDMPCP) Problem

The reason for constraint (14) is given as follows. The vari- The critical path in each plane determines the execution time of
ablesz;, x(1 < t < g¢) andy;, are 0-1 integers. When any ofa TMFPGA. For a circuit partitioned intp stages, we set an upper
zi, k' s(1 < t < q) is set to one, it also makes . equal one. When boundD for the length of the critical pathlepth, of each stage. In

all z;, ' s are set to zerqy; » can be set to zero or one. By constrainbur method,D = [depth/p], wheredepth is the critical path of the

Yik :(((OR(:L';J, e

s %)) AND (OR(2j, 15, xj k) OR

((OR(;L’,‘J~+1 seeey ;L’iyp)) AND (():B,(.E]1 R I ;L’jl’p))))
OR(((OR(z;1,... i) AND (OR(zj,.1,....2j,%)))OR

((OR(J};‘L»+1 yeeey J}l'yp)) AND (OR("C.szﬂ-H .
OR---OR(((OR(zi,1,..., ;1)) AND (OR(z;,1,..

b IijP))))
ST, k))

OR((OR(%i kt1,---,%ip)) AND (OR(%, kt1s--+1%5,.0))))s
1<kE<p-1.
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Fig. 5. (a) Piece of combinational part of given circuit. (b) Corresponding TPG Mith 2.
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circuit. We call the partitioning with a bound of the critical path asAlgorithm: TPG_Generation(G(V, E), p)
bounded-delay precedence-constrained partitioning Input: G(V, E)—a circuit graph;

The as soon as possible (ASAP) and as late as possible (ALAP) [1 p—the number of memory planes in a TMFPGA.
scheduling algorithms are often used to identify the movable range olOutput: G(V4, E,)—TPG of G;
vertex. ASAP (ALAP) determines the earliest (latest) possible stage 1. V=V = Vj; E «+~ E — Ey;
avertex. For each vertex let A5 (v) andA, (v) be the stage assigned 2. V: =V; By = 0;

to v in the ASAP and ALAP scheduling, respectively. 4fs(v) = 3. D= I'd—ef,‘—h];

Ar(v), then vertexv must be fixed in the stagd s(v). Otherwise, 4. for each vertex v; € V

a vertexv can be assigned to the stagesdnv), A, (v)]. 5. for each immediate successor v; of v; in G
Considering the movable range estimated by the ASAP and ALA 6. Timing_Constraint_Edge(1, ¢, j);

scheduling, we reformulate constraints (7)—(9) as follows: 7. Output Gi(V;, Ey).

Subroutine: Timing_Constraint_Edge(path_length, f,t)

Ap(vi) 1. if path_length + 1 > D then
Z 2= 1’1 S i S n (17) 2. Et = Et U {('Uf,'l)t)};
= A () 3. else
Ar(viy) Ar (i) 4, for ez.icl? immediate‘ successor v of v in G
Z ki g — Z kaiy ;<0 5. Timing Constraint_Edge(path_length + 1, f, k);
k=Ag(viy) k=Ag(vi,) ) ) )
for eache; = (vi, — (v3,)). i € Ee: (18) Fig. 6. Algorithm for generating TPG.
Ar(viy) Ag(vig)
Z kxi, 6 — Z kxi v <0 [see Fig. 5(b)]. Similarly, there are directed edges (), (v2, v¢), and
k=Ag(viy) k=Ag(viy) (vs, vs) in the TPG shown in Fig. 5.
for eache; = (vi; — (viy)), €; € Ey. (19) For a sequential circuitlepth is the length of the longest path of

the combinational part. Therefore, for a sequential cir€iii’, F),

However,As(v) and A, (v) only give the lower and upper boundsWe can remove all nets i’y and all flip-flop vertices and obtain a

of the movable range for partitioning vertex With the delay-bound directed acyclic grapta (Va, Ea). The TPGG: (Vi E;) can then be
constraint, the movable range for the vertexmay be tighter than constructed frondr, by the similar method as discussed earlier. If there

[As(v), AL(v)]. Thus, we have the following lemma. is no path between two vertices ., there is no precedence relation
Lemma 1: The movable range of averteAs (v), AL (v)] derived between them. Thus, it suffices to consider every pair of connected
from the ASAP and ALAP scheduling is a necessary, but not sufficie¥grtices inG.. For each vertex;, we add the edgeé; — (v;)) to
condition forv to be feasible in the bounded-delay precedence-cofi: if the length of longest path betweenandw; (a successor of;)
strained partitioning. equalsD + 1. Given a circuitG(V, E'), algorithm TPG_Generation
In the following, we present the TPG and translate the constraiff@oWn in Fig. 6 generates a TPG associated @ith’, £).
associated with TPG (TPG constraints) into ILP formulations, which TWO vertices in a critical pair cannot be assigned to the same stage.
is a precise limitation for the relative positions of nodes. Therefore, we can incorporate the critical pairs into the MPCP formu-
A pair of vertices (,, v,) is critical if the length of the longest path lation to ensure that the execution time of evgry stage do not exeeed
between; ando, is equal taD + 1. (We do not need to consider those! "€ constraint can be formulated as follows:
pairs of vertices with their longest paths greater tihan- 1.). Thus,

v; andwv; cannot be assigned to the same stage if the pain{) is Arlvi) Arlvig)

critical. Given a circuitG = (V, E), its corresponding TPG&; = Z ki 5 = Z ki < -1

(Vi, Ey) is constructed by = {V.|V. € V} andE; = {(vi — k=As(viy) k=As(vig)

(v;))| pair(v;, v;) is critical}. Fig. 5 shows a TPG example that con- for eache; = (v, — (viy)), €; € Ey. (20)

tains eight vertices; , vz, . . ., vs. Assume that delay bound in a stage

is equal to two (i.e.D = 2). Then, two vertices cannot be assigned Our ILP formulation is summarized in Fig. 7 and Theorem 1 states
to the same stage if there exists a path between them and they aremtorrectness of the formulation.

consecutive. As an example in Fig. 5(a), the length of the longest patiTheorem 1: The problem MPCP has a solution if and only if all
associated withuf; , v7) is equal to three; therefore, they cannot be aserticesV in G can be partitioned intp stages in the TMFPGA under
signed to the same stage and we connect) with a directed edge the precedence and delay-bound constraints.
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Problem PDMPCP
Minimize M,

Subject to e
(l-€la< M. <(1+e€a (21)
n
Sz~ M <0,1<5<p. (22)
i=1
Ap(vi) — e
S my=L1<i<n (23)
J=As(vi)
Ar{viy) Ag(vig)
Z Ezi ) — Z kriz,k <0,
k=As(vi,) k=As(vi,)
for each e; = (v;, 9 < v;, >), €; € E,. (24)
Ar(viy) Ap(vi)
S kTnp— 9. ki <0, b
k=As(vi,) k=Ag(vi)) (0)
for each e; = (v;, +< vy, >), ¢ € Ey. (25) Fig. 8. Clustering that generates a cycle. (a) Example circuit and its clustering.
g (b) Clustering result.
D%k — ¥k S 0,1 <k<p-—1,
t=1
fi ; . . .
. or each e; € E (26) but may not generate feasible clusters due to the precedence constraints
Z =~ qhir$0,1<k<p—1, in the TMFPGA partitioning.
=1 Based on Sanker and Rose’s algorithm [16], we propose in the
for each ¢; € Ej. (27) following a clustering method that can consider the precedence
ZEZ/i,k -M; <0,1<k<p (28) constraints during clustering. Our clustering algorithm begins by
Anteiy) e Aooey) randomly choosing some vertices as seeds. Each unclustered vertex
Z' kzi g ~ Z’ kzi,x < —1 connected to those seeds is assigned scores used to decide to which
1y 12,8 = ’ .
k=As(y;,) k=As(vi,) cluster the vertex belongs. The scerg. for each candidate vertex
for each ¢; = (v;, =< v, >), € € E,. (29) associated with a clusterhas two components:
1) the number of connections between the candidate vertad
Fig. 7. ILP formulation for PDMPCP. the clusterc being considered, with each connection weighted

by the fan-out of the net on which it lies;
_ 2) the number of nets that would be completely absorbed if this
D. Complexity of the PDMPCP Problem candidate vertex were added to the cluster

The complexity of the PDMPCP problem can be analyzed in terms#®fnet is said to babsorbecby a cluster if all the vertices on that net
the numbers of variables and constraints. In the PDMPCP problem, #{& contained within that single cluster. L€, denote the set of nets

can be obtained by;, j.s. Thus, the only unknowns are 0—1 variable®ins on net € N, ., andA., . the set of nets absorbed by adding the

i;'s, M., andM,.. The number of; ;s is given byS?_, (4, (v;)— Ccandidate vertex to the cluster, then the score can be expressed as
As(v;) 4+ 1), which is bounded byn, wherep is the number of

stages and is the number of vertices in the circuit. Note that by con- w, . = Z 1 T Al

straint (23) in Fig. 7, only: variables can be set to one. Thus, once " [P -1

e€Ny e
x;,; IS set to one, the remaining variables associated with the range

[Ar(vi), As(v;)] are implicitly set to zero. Thereforgp is, infact, a  wjith this function, vertices on low fan-out nets and on nets that are
very loose upper bound for the number of variablesdgy's. about to be absorbed are preferred when building the clusters. For a
We analyze the number of equations needed for a circuit in the felandidate vertex, we pick the highest score associated with a cluster
lowing. In Fig. 7, it is obvious that the number of equations requireghd add the vertex to the cluster. This process is repeated until all ver-
for constraints (21)—(23) and (28) is ome, andp, respectively. For tices are clustered. The result is a netlist of clusters with absorbed nets
each two-terminal (multiterminal) net, we need an equation for COfsmoved.
straint (24) or (25) [(26) or (27)] depending on the type of the net, a However, the above procedure might not satisfy the the precedence
combinational net, or a fllp-flop net. Therefore, the total number Qfonstraints_ It may generate Cyc|es in the graph_ For examp|e, in
equations required i’ (m ), wherem' (m ) is the number of two-ter- Fig. g(a), vertices, v2, andvs are clustered in cluster§y, Ca,
minal (multiterminal) nets in a circuit. We can add one edge at moghd ¢, respectively. Considering the vertex, if the scorew., .,
for each pair of vertices in a TPG; therefore, the number of equatiogsthe highest among the scores associated witithen v, will be
required for constraint (29) is”. According to these analyses, the totakjustered inC';, which violates the precedence constraints because
number of equations required@¥n* 4+ m'). this clustering causes a cyd€',, C2, Cs, C1) as shown in Fig. 8(b).
To ensure that no cycle be generated, we cluster according to the
topological order of vertices in circuits. Moreover, we check whether
IV. SOLUTION SPACE REDUCTION there is any cycle created when clustering. The algorithm is hamed
precedence-constrained clustering and is summarized in Fig. 9.
An effective clustering algorithm can greatly improve the quality ofheorem 2 gives the time complexity of the algorithm.
the precedence-constrained partitioning and speed up the partitioningheorem 2: algorithm precedence-constrained clustering runs in
algorithm by reducing the problem size. Sanker and Rose [16] propogeth? + m ) time, wheren(m) is the number of vertices (nets) in the
anew clustering metric that is effective in clustering traditional circuitgjrcuit.
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Algorithm: Precedence Constrained.Clustering(G, k)
Input: G(V, E)—a circuit;
k—the number of clusters.
Output: S = {Cy,Cs,...,Ci}—a set of clusters.
1. Randomly pick k vertices vy, v, ..., vy as seeds;
2. Let T is a set of the other unclustered vertices;
3. while T is non-empty do '

4. Remove a vertex v connected to a cluster C; from T,

5. Compute the set of scores W = {wy,c,, Wy,cys- -+, W0, };
6. Pick the cluster C; associated with the maximum of W
7. if Merge(v;, v) does not create a cycle in G then

8. C; « C;U {v}

9. Merge(v;, v);

10. else

11. Remove the maximum from {w, ¢, wy.c,, ..., Wy e, };
12, goto line 6;

13.Qutput S.

Subroutine: Merge(v;,v)

. for each edge e; between v; and v do
E=F-¢;

. for each edge ¢; = (v »<v; >) do /¥ v; €V */
E=EU{(v,v)}

. for each edge e} = (v; < v>)do /*v; €V ¥/
E =EU{(vj,vi)};

V=V -{v}

N oUW

Fig. 9. Clustering algorithm.

a

Buffers needed

stage:1

Fig. 10. Bufferregisters are needed to store signals among nonadjacent stages.
(a) Three buffer registers are needed simeec{ | B;||1 < i < 4} = 3(|B;3| =
3). (b) Only two buffer registers are needed simeex{|B;||1 < i < 4} =

2(|Bs| = 2).

V. EXTENSIONS

Our approach is very flexible; it can also handle the precedence-con-

the model in [4],|B;| = |{e| the fan-out vertex of nete is assigned
earlier than the stageand one of/’s outputs is assigned later than the
stagei }|. We formulate the BRMP problem as follows.

Buffer-Register Minimization Partitioning Problem:

Input: Given a circuitG = (V, F’) and the number of MPs in
a TMFPGA.

Problem: Determine thep-stage precedence-constrained parti-
tioning with the following objective.

1) Minimize M. 4+ «M,, wherex is a user specified parameter.

We give the formulation for two-terminal nets as follows. Extensions
to multiterminal nets are similar to the techniques presented in Sec-
tion IlI-B. Let M; be a new integer variable that denotes the number
of buffer registers needed in the TMFPG#A',, a 0-1 integer variable
associated with; = (v; — (v;)). 2/, = 1ifwe need a buffer register
in stagek to store a signal between andv,; otherwisez;’;, = 0. We
formulatez!’, as follows:

2 e = (OR(x 1, %i 2, .., i k1))
AND (OR(.T]’,]C+1, Ty h42sens .’l?]”p>), for eache; € E..

Applying similar techniques foy; ;. as described in Section IlI-A,
we obtain the formulation for the BRMP problem as follows:

minimize M. + oM,

subject to
(1-6)a <M. <(1l+6e)a (30)
Zx,,j —M.<0,1<j<p (31)
=1
Ar(v;)
> wmy=L1<i<n (32)
j=Ag(v;)
Ap(viy) Ar(viy)
Z kxi g, — Z kxi,x <0
k=Ag(viy) k=Ag(vi,)
for eache; = (vi; — (vi,)),
e, € E. (33)
Ar(viy) Ar(viy)
Z kaig ) — Z kxi e <0
k=Ag(viy) k=Ag(viy)

for eache; = (vi, — (vi,)),

strained partitioning of different forms with only minor modifications. ei € By (34)

In this section, we extend the ILP formulations to the buffer-register
minimization partitioning (BRMP) problem that was first investigated
in [4] and CLB-constrained stage minimization.

A. Buffer-Register Minimization Partitioning

In this section, we extend our approach to the BRMP problem ad-
dressed in [4]. The original problem is addressed on the dharma [1]
architecture. As mentioned in [4], buffer registers are needed because
the time-multiplexed nature of TMFPGASs means that only a portion
of the circuit implemented on the chip is present at any given time in-
stance. Thus, there is a need to buffer signal until they are no longer
needed. Fig. 10 shows the partitioning with different buffer-register re-
quirements. Buffer registers are used to store signals among nonadja-
cent stages. Three buffer registers are needed in the partitioning shown
in Fig. 10(a), while only two buffer registers are required in that shown

q

D ik —aqyin <0, 1<k<p-1

t=1
for eache; € E.. (35)
q

Dk —ain <0 1<k<p—1

r=1

for eache; € Ey. (36)

.AL(1:7-1) /471(1:7-2)
Z ke ok — Z kri,p < —1

k=Ag(viy) k=Ag(viy)

for eache; = (vi; — (viy)),

e; € By (37)

S A< My,2<k<p-1 (38)
e, €L

in Fig. 10(b). We denote the set of buffer registers needed in the stag®eren is user specified parameter and> 0. The new constraint (38)
i asB, and the total number of buffer registersi as|B;|. Based on states that each stage cannot contain more Miabuffer registers.
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B. CLB-Constrained Stage-Minimization Partitioning TABLE |
MCNC PARTITIONING93 BENCHMARK
In the Xilinx TMFPGA, each stage must be stored in a CMP. Each CIRCUITS
MP is a very large word of memory. Therefore, minimizing the number
of stages (i.e., the variable or the number of MPs needed) allows Circuit | #vertices | #Nets | #PIO | Depth
the design to fit into a TMFPGA with a smaller number of MPs. The ¢3540 1038 | 1016 72 38
significance of minimizing the number of stages required is twofold: c5315 1778 | 1635 301 30
1) it is possible to implement a circuit in a TMFPGA with fewer MPs 6288 2856 | 2824 64 14
and 2) a TMFPGA with the fixed number of MPs can accommodate a €7552 2247 | 2140 313 25
larger circuit design. $1423 831 | 750 26 61
The CLB-constrained stage-minimization partitioning (CCSMP) $820 340 3%4 4l 12
problem can be described as follows. :ggg 4 6332 5‘8122 ié ‘i’;
CLB-Constrained Stage-Minimization Partitioning Problem: $13207 0445 | 8653 156 20
Input: Given a circuitG = (V, E) and the number of CLBs in a 15850 11071 | 10385 105 83
TMFPGA. _ _ _ 535932 19880 | 17830 | 359 | 31
Problem: Determine the precedence-constrained partitioning $38417 25589 | 23845 138 84
with the following objective. $38584 29451 | 20719 284 57

1) Minimizep + oM, .
The CCSMP problem considers the numbers of stages and intercon-
nections simultaneously. The variables used in the formulations are aghe objective function is used to minimize the numbers of MPs and
follows. MRs simultaneously, where is a user specified parameter. Constraint
p Integervariablethat denotes the number of MPs(39) states that each plane cannot contain more MaCLBs. Note
needed in the TMFPGA. Note thatis avari-  that)y, in constraint (39) is aonstantind no vertex should be assigned

able here while it is aconstantin the previous g a stage later tham, as described in constraint (45).
discussions.

Yi ke, My, 3 ; 0-1 integers (the same as the definitions in Sec-
tion IlI).

In the CCSMP problem, the maximum number of CLBs is given The programs for our system (the ASAP and ALAP scheduling, i.e.,
(fixed). Under this constraint, we can apply the list scheduling to decitdounded-delay precedence-constrained partitioning presented in Sec-
the upper bound of the number of stage's, Therefore, the CCSMP tion IlI-C, clustering, and ILPs) were written in the C++ language and
problem can be formulated as follows: the ILPs were solved using the LINDO package [14] on a PC with a
Pentium Il 300 microprocessor and 512-MB RAM. LINDO starts with
afeasible linear programming solution and searches for optimal integer
solutions using the branch-and-bound method. To speed up the runtime,

VI. EXPERIMENTAL RESULTS

minimizep + oM,

subject to we search at most five feasible solutions in using LINDO. We tested on
* , ) , the MCNC Partitioning93 benchmark circuits [2] used in [4]-[6] and
Z rij S Me, 1 <j<p (39) [15]. Columns 2—4 in Table | list the number of vertices, nets, and pri-
1:41 (o) mary input—outputs in the circuits, respectively. In columnl&pth
A e ml1<i< 40 refers to the number of vertices on the longest critical path.
72 Ty =L astam (40) We compared our method with the list scheduling list [4], [5], the
'7’4'4 S’(z"i? s network-flow-based approach FBP-m [15], and the probability-based
Arlon) Arlvig) approach PAT [6] on the Xilinx TMFPGA model in which a circuit was
Z ki x — Z ki x <0 partitioned into eight stages. The size of a stage is bound by the balance
k=As(viy) k=As(viy) factor 5%. This is the same asin [5], [6], and [15]. The results are shown
for eache; = (vi, — (vi,)), in Table Il. Columns 2—4 in Table Il list the maximum numbers of MRs
c; € E.. (41) (cuts) used by List, FBP-m, and PAT, respectively. Column 5 lists the
Ap(viy) Ap(vi)) maximum numbers of MRs used by our algorithm and the runtimes are
Z Fxi g — Z Ers . <0 shown in brackets. Columns 6-8 list the percentages of improvements
Cig,k Tik S . . .
e = of ours over List, FBP-m, and PAT, respectively. The improvement for
=Ag(viy) k=Ag(vi) . .
the List (FBP-m, PAT) is calculated by
for eache; = (vi; — (viy)),
e; € By (42) List (FPB — m, PAT) — Ours « 100%
Ag(esy) Ag(viy) List (FPB — m, DAT) -
Z ke x — Z kri, » < —1
k=Ag(vi,) k=Ag(vi,) The results show that our method on the average reduces the maximum

numbers of MRs required by 46.6%, 32.3%, and 21.5%, compared with

for eache; = (v; Jig))s ; : i
i = (Vi = (Vi) List, FBP-m, and PAT, respectively. The results show the effectiveness

ei € Er (43)  ofourILP approach. Our approach is practical and scales well to larger
Z yir — M, <0,1 <k <) (44) problems. As shown in Fig. 11 in which the runtime is plotted as a func-
e, €F tion of the circuit size, the empirical runtime grows close to linearly in
p’ the circuit size. The runtimes depend on the numbers of 0-1 variables
Zjl’m -p<0 and range from 38 min for the smallest circuit s820 to about 6 h for the
j=1 largest circuit s35932. (In the ILP formulation, the numbers of variables

for eachw, without any successor (45) and constraints needed by the largest circuit s35932 are 11328 and
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TABLE

RESULTS FOR THE8-STAGE TMFPGA PARTITIONING

Circuit Max # of registers Ours Imprv. (%)
List | FBP-m (sec.) PAT (sec.) | Ours (sec.) | List | FBP-m | PAT
¢3540 177 166 (0.31) 126 (1) 135 (3558) | +23.7 ] +187] -7.1
¢5315 265 165 (0.78) 157 (7) 106 (4856) | +60.0 | +35.8 | +32.5
c6288 117 114 (0.13) 114 (2) 92 (6114) | +21.4 | +19.3 | +19.3
€7552 453 392 (0.54) 260 (17) 204 (5648) | +55.0 | +48.0 [ +21.5
s820 91 81 (0.01) 43 (1) 45 (2287) | +50.5 | +44.4 | —4.7
s838 131 71 (0.05) 72 (1) 37 (2677) | +71.8| +47.9 | +48.6
§1423 130 120 (0.10) 106 (1) 56 (3126) | +56.9 | +53.3 | +47.2
59234 640 502 (2.09) 430 (26) 331 (7641) | +48.3 ] +34.1 [ +23.0
§13207 | 1118 901 (5.09) 838 (180) | 725 (12133) | +35.2 | +19.5] +13.5
s15850 | 1070 877 (3.97) 808 (106) | 696 (14265) | +35.0 | +20.6 | +13.9
s35032 | 3806 | 2950 (19.14) | 2138 (21106) | 2026 (21491) | +46.8 | +31.3 | +5.2
s38417 | 3546 | 2892 (218.45) | 2628 (1067) | 1655 (20510) | +53.3 | +42.8 | +37.0
s38584 | 5131 | 2796 (84.86) | 3611 (2397) | 2673 (21188) | +47.9 +4.4 | +30.0
Average +46.6 | +32.3 | +21.5
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Fig. 11. Runtime requirement versus circulit size. [8]

5046.) Note that the runtimes include those for all the C++ programs[9]
(the ASAP and ALAP scheduling, clustering, and the ILP equation gen-
eration) and the LINDO program. [For the circuit 35932, PAT (on an o)
Intel Pentium 11 300 PC) requires about 5.5 h and List (on an Ultra
Sparc 1 workstation) consumes about 1.5 h on a different TMFPGAL1]
architecture.]

[12]

VIl. CONCLUSION

13
We have presented generic ILP formulations faesof multistage [13]

precedence-constrained partitioning problems and a clustering method
for reducing problem sizes. Experimental results have shown the efl4]
fectiveness of the ILP-based approaches. The ILP-based formulations
are so ﬂ_exible that _they can readily _apply to the pa_r_titioning problemﬁlsl
with various objectives and constraints. The flexibility makes the ILP
formulations superior alternatives to the TMFPGA partitioning.
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