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Abstract

In this paper, a complex-oriented weighted least-squares approach is proposed for the design of arbitrary variable

fractional-delay FIR filters. The objective error function is formulated in a quadratic form, such that the filter coefficients

can be obtained by proper matrix/vector operation, including matrix inversion. However, all elements of related matrices

and vectors can be represented in closed forms, and the matrix to be inversed is a positive-definite Hermitian symmetric

matrix, which can be decomposed by the Cholesky factorization, such that computation time can be effectively reduced

and the ill condition can be avoided. Comparing with the existing methods, the proposed method can be applied to design

arbitrary complex coefficient or real coefficient variable fractional-delay filters. Several examples are presented to

demonstrate the flexibility and effectiveness of the proposed method.

r 2007 Elsevier B.V. All rights reserved.
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1. Introduction

In this paper, a complex-oriented weighted least-
squares approach is proposed to design arbitrary
complex coefficient variable fractional-delay (VFD)
FIR filters, and the design of real coefficient filters is
just a special case of them. Recently, there are several
papers [1–11] concerning the design of real coefficient
VFD filters, which are widely used in discrete-time
signal interpolation, timing offset recovery in digital
receivers, speech coding and synthesis and comb filter
e front matter r 2007 Elsevier B.V. All rights reserved
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design, etc. [12–16]. As to the implementation of such
filters, the Farrow structure is the most popular one
[17,18]. Over the past decade, the design of complex
coefficient filters has also received considerable atten-
tion [19–22]. Among them, Ref. [19] deals with the
design of complex coefficient variable digital filters, in
which the successive vector–array decomposition
method is applied. In this paper, the conventional
weighted least-squares approach is extended to com-
plex-oriented approximation method, which can be
used to design arbitrary variable fractional-delay
filters, including both complex coefficient and real
coefficient filters, with no need for iteration.

This paper is organized as follows. Section 2 intro-
duces the derivation of problem formulation. It can
.
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be found that the filter coefficients can be obtained
by evaluating matrix/vector operation including
matrix inversion. Especially, to avoid ill condition
when matrix inversion is to be found, the related
matrix is represented in a positive-definite Hermitian
symmetric matrix, which can be decomposed by the
Cholesky factorization process. To demonstrate the
effectiveness of the proposed method, several numer-
ical VFD examples including a non-symmetric single-
passband filter, a partial-band differentiator, and a
non-symmetric pure delay filter are presented in
Section 3. It is noted that all elements of matrices or
vectors can be represented in closed forms, such that
the computation time can be effectively reduced.
Moreover, the design of symmetric pure VFD filters
is also given in Section 3, which demonstrates the
flexibility of the proposed method. Finally, the
conclusions are given in Section 4.

2. Problem formulation

In this paper, the desired variable fractional-delay
frequency response is given by

Hdðo; pÞ

¼
MðoÞ e�jop; o 2 passbands; p1opop2;

0; o 2 stopbands;

(

(1)

where M(o) is the desired pure real or pure
imaginary amplitude response, and the variable
transfer function is characterized by

Hðz; pÞ ¼
XN

n¼�N

hnðpÞz
�n, (2)

where the coefficients hn(p)s are generally expressed
as the polynomials of p as

hnðpÞ ¼
XM
m¼0

aðn;mÞpm, (3)

in which a(n,m)s are complex-valued coefficients.
So, the frequency response of the designed system
can be represented as

Hðejo; pÞ ¼
XN

n¼�N

XM
m¼0

aðn;mÞpm e�jno. (4)

Define

A ¼ AT
�N AT

�Nþ1 � � � AT
N

h iT
(5a)
and

Eðo; pÞ ¼ ET
�N ðo; pÞ ET

�Nþ1ðo; pÞ � � � ET
N ðo; pÞ

h iT
;

(5b)

where T denotes transpose operator,

An ¼ aðn; 0Þ aðn; 1Þ � � � aðn;MÞ
� �T

,

�NpnpN (5c)

and

Enðo; pÞ ¼ e�jno p e�jno � � � pM e�jno
h iT

,

�NpnpN, (5d)

then Eq. (4) can be rewritten in vector product form
as

Hðejo; pÞ ¼ ATEðo; pÞ ¼ ETðo; pÞA. (6)

In order to approach Hd(o, p), the objective error
function is defined by

eðAÞ ¼

Z
R

Z p2

p1

W ðo; pÞ Hdðo; pÞ �Hðejo; pÞ
�� ��2 dpdo

¼

Z
R

Z p2

p1

W ðo; pÞ½H�dðo; pÞ �H�ðejo; pÞ�

� ½Hdðo; pÞ �Hðejo; pÞ�dp do

¼

Z
R

Z p2

p1

W ðo; pÞ½H�dðo; pÞHdðo; pÞ

�H�dðo; pÞHðe
jo; pÞ �Hdðo; pÞH�ðejo; pÞ

þH�ðejo; pÞHðejo; pÞ�dp do

¼ sþ ATPþ AHP� þ AHQA (7)

where W(o, p) is a positive-valued weighting func-
tion, R represents the region of passbands and
stopbands, * denotes complex-conjugate operator,
H denotes Hermitian transpose operator,

s ¼

Z
R

Z p2

p1

W ðo; pÞH�dðo; pÞHdðo; pÞdpdo, (8a)

P ¼ �

Z
R

Z p2

p1

W ðo; pÞH�dðo; pÞEðo; pÞdpdo (8b)

and

Q ¼

Z
R

Z p2

p1

W ðo; pÞE�ðo; pÞETðo; pÞdpdo. (8c)

To minimize e(A), Eq. (7) is differentiated with
respect to the unknown vector A and set the result
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to zero as:

qeðAÞ

qA
¼ 2P� þ 2QA ¼ 0, (9)

so the optimal coefficient vector in weighted least-
squares sense is given by

A ¼ �Q�1P� (10)

and the minimal error emin can be obtained by
substituting Eq. (10) into Eq. (7). Notice that Q is a
positive-definite Hermitian symmetric matrix, which
can be decomposed as

Q ¼ XHX (11)

by using the Cholesky factorization, such that the
ill-conditioned problem which occurs when Q�1 is
to be found can be avoided. Once A is found, the
filter coefficients a(n,m)s can be obtained easily by
Eq. (5a).

3. Numerical examples and discussions

To demonstrate the effectiveness of the proposed
method, several examples are presented in this
section. For simplicity, W(o, p) ¼ 1 is used in this
paper. To evaluate the performance, the normalized
root mean squared error e2 and the maximum
absolute group-delay error et are defined by

�2 ¼

R
R

R p2
p1
jHdðo; pÞ �Hðejo; pÞj2 dpdoR
R

R p2
p2
jHdðo; pÞj2 dpdo

" #1=2
� 100%

¼
sþ ATPþ AHP� þ AHQA

s

� �1=2
� 100%

(12a)
Qði; lÞ ¼

pmþm̂þ1
2 � pmþm̂þ1

1

mþ m̂þ 1
ðop2 � op1 þ os3 � os2Þ; if n ¼ n̂;

pmþm̂þ1
2 � pmþm̂þ1

1

mþ m̂þ 1
�

ejðn�n̂Þop2 � ejðn�n̂Þop1 þ ejðn�n̂Þos3 � ejðn�n̂Þos2

jðn� n̂Þ
; otherwise;

8>>>><
>>>>:

(16a)
and

�t ¼ maxfjtðo; pÞ � pj; o 2 passbands; p 2 ðp1; p2Þg

(12b)

respectively, where t(o, p) is the actual fractional
group-delay of the designed filter defined by

tðo; pÞ ¼ �
d

do
argðHðejo; pÞÞ. (13)
To compute et, the frequency o and the fractional-
delay p are uniformly sampled at the step sizes (2p/
1000) and ((p2�p1)/40), respectively.

Example 1. In this example, a single-passband non-
symmetric variable fractional-delay filter is designed
with the desired response

Hdðo; pÞ ¼
e�jop; o 2 ðop1 ;op2Þ and p 2 ðp1; p2Þ;

0; o 2 ð�p;os1Þ [ ðos2 ;pÞ:

(

(14)

The elements of vector P are given by

PðiÞ ¼ �

Z op2

op1

Z p2

p1

ejope�jnopm dpdo,

0pipð2N þ 1ÞðM þ 1Þ � 1,

n ¼
i

M þ 1

� �
�N; m ¼ modði;M þ 1Þ, (15a)

while the elements of matrix Q are given by

Qði; lÞ ¼

Z op2

op1

Z p2

p1

ðe�jnopmÞ
�
ðe�jn̂opm̂Þdp do

þ

Z os3

os2

Z p2

p1

ðe�jnopmÞ
�
ðe�jn̂opm̂Þdpdo,

0pi; lpð2N þ 1ÞðM þ 1Þ � 1,

n ¼
i

M

� �
�N; m ¼ modði;M þ 1Þ,

n̂ ¼
l

M

� �
�N; m̂ ¼ modðl;M þ 1Þ, (15b)

where os3 ¼ os1 þ 2p. Eq. (15b) can be easily
represented in closed-forms as
but it is difficult to get the closed-forms of Eq. (15a).
However, P(i) can be evaluated and approximated
by applying the Taylor series expansion of ejwp as:

PðiÞ ¼ �

Z op2

op1

Z p2

p1

X1
k¼0

ðjopÞk

k!
e�jnopm dpdo

ffi
XK

k¼0

�jk

k!

Z op2

op1

ok e�jno do

 ! Z p2

p1

pkpm dp

 !
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Fig. 1. Example 1: Design of a single-passband non-symmetric variable fractional-delay filter; (a) variable fractional-delay response in

passband, (b) magnitude response, (c) delay error with uniform weighting function, and (d) delay error with non-uniform weighting

function.
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¼
XK

k¼0

�jk

k!

pkþmþ1
2 � pkþmþ1

1

k þmþ 1

�

Z op2

op1

ok cosðnoÞdo� j

Z op2

op1

ok sinðnoÞdo

" #

(16b)

and the closed-forms can be obtained easily by
integration formulas as in Ref. [1]. In this paper,
K ¼ 20 is used, and the result is satisfactory. For
example, when N ¼ 33, M ¼ 7, os1¼ �0:35p, op1 ¼

�0:2p;op2 ¼ 0:4p;os2 ¼ 0:55p; p1 ¼ �0:3; p2 ¼ 0:7,
the actual variable fractional-delay response,
magnitude response and delay error are presented
in Fig. 1(a), (b) and (c), respectively, and
e2 ¼ 0.0042454%, et ¼ 0.0112. For improving the
maximum absolute group-delay et, a non-uniform
weighting function can be used. For example, let

W ðo; pÞ ¼
1þ 20 o�

op1
þop2

2

��� ���; o 2 passband;

1; o 2 stopbands;

8<
:

(17)

the delay error is presented in Fig. 1(d) and et ¼ 0.0035.

Example 2. In this example, a partial-band variable
fractional-delay differentiator is designed and the
desired response is given by

Hdðo; pÞ ¼
jo e�jop; o 2 ðop1 ;op2 Þ; p 2 ðp1; p2Þ;

0; o 2 ð�p;os1 Þ [ ðos2 ; pÞ;

(

(18)

in which 0oos1oop1oop2oos2pp. Also when
W ¼ (o, p) ¼ 1, the elements of matrix Q are the
same as Eq. (16a), and the elements of vector P can
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Fig. 2. Example 2: Design of a partial-band variable fractional-delay differentiator; (a) variable fractional-delay response in passband and

(b) magnitude response.

J.-J. Shyu, S.-C. Pei / Signal Processing 88 (2008) 1428–14351432
be represented as follows:

PðiÞ ffi
XK

k¼0

jkþ1

k!

pkþmþ1
2 � pkþmþ1

1

k þmþ 1

�

Z op2

op

okþ1 cosðnoÞdo� j

Z op2

op

okþ1 sinðnoÞdo

" #

1 1
0p2ipð2N þ 1ÞðM þ 1Þ � 1,

n¼
i

M þ 1

� �
�N ; m ¼ modði;M þ 1Þ, (19)

which can be formulated into closed-forms after
some mathematical manipulation. Fig. 2(a) and (b)
illustrates the obtained variable fractional-delay
response and magnitude response, respectively, when
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Fig. 3. Example 3: Design of a pure variable fractional-delay filter; (a) variable fractional-delay response and (b) magnitude response.
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N ¼ 33, M ¼ 7, os1 ¼ 0:14p;op1 ¼ 0:2p;op2 ¼ 0:9p;
os2 ¼ p; p1 ¼ �0:6; p2 ¼ 0:4 are used. The obtained
normalized root mean squared error e2 ¼ 0.12%, and
the maximum absolute group-delay error et ¼ 0.0157.
Example 3. An N ¼ 33, M ¼ 7 pure variable
fractional-delay system is designed in this example,
and the desired frequency response is given by

Hdðo; pÞ ¼ e�jop; ðop1 ¼ �0:88pÞoooðop2 ¼ 0:92pÞ,

ðp1 ¼ �0:4Þopoðp2 ¼ 0:6Þ. (20)

The obtained variable fractional-delay response and
magnitude response are presented in Fig. 3(a) and (b)
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respectively, which result in e2 ¼ 0.0016844% and
et ¼ 0.0038. For symmetric pure variable fractional-
delay filter design with op1 ¼ �op2 and p1 ¼ �p2, it
is found that the filter coefficients are real, which also
reveal the symmetric property

að�n;mÞ ¼ ð�1Þmaðn;mÞ; 0pnpN; 1pmpM

(21a)

and

aðn; 0Þ ¼ dðnÞ; �NpnpN, (21b)

as shown in Ref. [1]. For example, when N ¼ 33,
M ¼ 7, op1 ¼ �op2 ¼ �0:9p; p1 ¼ �p2 ¼ �0:5, the
obtained e2 ¼ 0.00028753% and et ¼ 0.0038. Com-
paring with those obtained in Ref. [1] in which
e2 ¼ 0.000257% and et ¼ 0.001863, although the
performance of the proposed method is not so good,
but our performance is much better than that in
Ref. [2] in which the variable fractional-delay filter
is designed with N ¼ 20, M ¼ 5, op1 ¼ �op2 ¼

�0:9p; p1 ¼ �p2 ¼ �0:5 and the root mean squared
error erms ¼ 0.0038 in Ref. [2], while erms ¼

0.00025489 by the proposed method, where erms is
defined by

�rms ¼

Z 0:9p

0

Z 0:5

�0:5
Hdðo; pÞ �Hðejo; pÞ
�� ��2 dpdo

� �1=2
.

(22)

From the above examples, it is found that the
proposed method can deal with the variable design
with arbitrary delay range that depends on the
applications. Also, when the dimension of Q is too
large, the ill-conditioned problem will occur. For
instance, it will appear when N ¼ 33 is used in
Example 3, but it does not occur when N ¼ 20 is
used. However, the ill-conditioned problem can be
easily avoided by using the Cholesky factorization,
which is discussed in Section 2.

4. Conclusions

In this paper, the conventional weighted least-
squares method has successfully been extended to
complex-oriented approach such that it can design
arbitrary variable fractional-delay FIR filters, includ-
ing real coefficient and complex coefficient filters.
Generally, all elements in related matrices or
vectors can be represented in closed forms, and the
nearly optimal solutions can be obtained. Also, the
proposed method can be easily extended to design
other types of variable filters or multidimensional
variable filters.
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