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Watermarking performance enhancement has always been a difficult task since the perfor-
mance metrics of watermarking systems, i.e., fidelity, robustness, and payload size, inher-
ently conflict with each other. Nowadays, most watermarking schemes hide payloads
according to predefined rules or empirical perceptual models. Therefore, the performance
of digital watermarking schemes can be determined only passively. In this study, a genetic
algorithm-based framework for watermarking performance enhancement is proposed.
Watermarked results having better robustness, guaranteed fidelity, and fixed payload size
can be obtained. Existing blind-detection watermarking schemes can be improved signifi-
cantly by incorporating the proposed framework. In addition, the proposed framework has
many desirable advantages such as asymmetric embedding/detection overhead, easy inte-
gration with existing data-hiding schemes, and direct control over fidelity and robustness.

� 2008 Elsevier Inc. All rights reserved.
1. Introduction

In the last decade, various watermarking schemes have been proposed, and significant progress has been made in this
field. A comprehensive introduction to existing watermarking technologies and theoretical foundations can be found in
[11]. However, designing optimal watermarking schemes is still an open problem since satisfactory and feasible solutions
have not been obtained, as stated in [12]. Difficulties in designing optimal watermarking schemes arise from the three con-
flicting performance metrics of watermarking systems: high fidelity of embedded contents, strong robustness of the hidden
information against common processes or malicious attacks, and large payload size. Fig. 1 shows the performance space
spanned by these performance metrics. Note that the required payload size often depends on the objective of watermarking
schemes. In other words, as long as a predefined amount of embedded data can accommodate necessary information, e.g.,
author information for copyright protection or the usage rules specified by DRM-enabled consumer-electronic devices,
the payload size can be regarded as a fixed parameter. Further, the fidelity-robustness plane is sufficient for discussing
watermarking performance. The model illustrated in Fig. 1 can be applied to other important data-hiding schemes also.
For example, the designers of steganographic schemes are more concerned about the fidelity and payload size of the schemes
than their robustness due to the nature of secret communications. Thus, the plane spanned by fidelity and payload size is
sufficient for the performance evaluation of a steganographic system.

However, even for a fixed payload size, deciding an optimal trade-off between fidelity and robustness is not an easy task.
Fig. 2 conceptually illustrates the relationship between fidelity and robustness in the proposed fidelity-robustness plane. We
indicate the watermarked contents of a certain watermarking scheme by circles. In general, the higher the fidelity, the lower
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Fig. 2. Fidelity-robustness plane containing watermark embedded results. The curve represents the inherent performance limit of some watermarking
algorithms. The watermark-embedded outcomes of the proposed scheme, indicated by empty circles, are determined according to predefined rules or
perceptual models. Assuming that the desired embedded results of some watermarking applications must have robustness higher than Rr and fidelity
higher than Fr, only works corresponding to the circles locate within Area III and below the curve are feasible. Better embedded results like those indicated
by solid circles may be obtained. The vertical and horizontal arrows indicate the possible robustness and fidelity performance enhancements, respectively.

Fig. 1. Performance space of various data-hiding schemes.
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is the robustness of hidden payloads against processing/attacks. In existing watermarking schemes, perceptually acceptable
watermarked results are produced according to predefined embedding rules or empirical perceptual models. The robustness
of the schemes against various attacks is often evaluated by carrying out extensive experiments. As a result, the region in
which embedded outcomes may be located is determined by the adopted watermarking scheme, original/watermarked
pairs, and a range of adjustable parameters. Although the chosen watermarking scheme may have potentially better perfor-
mance, conventional watermarking schemes are unable to produce better embedded outcomes. In these schemes, perfor-
mance information obtained by an extraction module is often neglected; instead, the information should be used to
produce embedded outcomes that approach the performance limit.

Conventionally, optimal watermarking used to be carried out by using theoretical models or devising more elaborate
embedding rules. For example, the information-theoretic analysis of general watermarking schemes has been carried out
assuming specific stochastic models for hosts, watermarks, and attacks in [24,25]. Quantization watermarking schemes
showing good performance and feasible implementations have also been developed in [4–6]. Despite all this progress made
in the field of watermarking schemes, the importance of incorporating watermarking performance into embedding modules
is still overlooked. Some informed-embedding watermarking schemes in which the original content and potential attacks are
regarded as auxiliary information have been introduced in [22,23]. The relationship between our framework and existing
informed-embedding schemes will be discussed later.

In order to obtain watermarked results showing better performance, we simulate the embedding process as an optimi-
zation problem. Further, to obtain satisfactory solutions in the given computation time or under the resource constraints,
genetic algorithm (GA)-based optimization is applied. The detection performances of watermarked results are now actively
used as objective function values that drive iterative optimization processes to find better embedding results.
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Watermarking schemes can be roughly classified into two categories: informed-detection watermarking schemes (in
which watermark detectors require unmarked content) and blind-detection watermarking schemes (in which watermark
detectors do not require the unmarked original content). Since the applicability of the latter is considerably wider that of
the former and in many important watermarking applications, the unmarked content is unavailable, only the performance
enhancement techniques for blind-detection watermarking schemes will be discussed in detail. The performance enhance-
ment of informed-detection watermarking schemes will be briefly covered in the next section.

This paper is organized as follows. Section 2 presents a brief introduction to the adopted evolutionary computational
technique—GAs—as well as a literature survey of existing studies on GAs and digital watermarking schemes. Section 3 de-
scribes the proposed watermarking performance enhancement framework and compares it with conventional watermarking
schemes. A GA-based robustness enhancement scheme having guaranteed fidelity and a fixed payload size is discussed in
detail in Section 4. Implementation details, experimental results, and related discussions are also presented therein. In Sec-
tion 5, some interesting implications and architectural advantages of the proposed framework are discussed. Finally, Section
6 presents our conclusions.
2. Genetic algorithms and digital watermarking

GAs are important optimization techniques belonging to the field of evolutionary computation [13]. They are different
from conventional optimization techniques in the following aspects:

� GAs work with a coding of a parameter set, and not with the parameters themselves.
� GAs search a population of points, and not a single point.
� GAs use objective information, rather than the derivatives or other auxiliary information, in common optimization

functions.
� GAs use probabilistic transaction rules, and not deterministic transaction rules.

In the beginning of a GA-based optimization process, the natural parameter set of the optimization problem is coded as a
finite-length string, named the chromosome, over some finite alphabet set. Since GAs work simultaneously with a popula-
tion of points in the parameter space, the probability of being trapped in a false optimum is low. In practical GA-based opti-
mization, three operators—reproduction, crossover, and mutation—are usually applied to chromosomes repeatedly.
Reproduction is a process in which individual chromosomes are copied according to their objective function (fitness) values.
The chromosomes with higher fitness values have higher probability of producing larger number of offsprings in the next
generation. It is the objective function that decides the probability of chromosomes’ survival or elimination during evolu-
tionary competitions. This reproduction methodology is also called the biased-roulette-wheel approach. Crossover is a pro-
cedure in which pairs of chromosomes exchange portions of their genes to form new chromosomes. Consequently, new
parameters in addition to the initial parameters can be obtained for further evaluation. Mutation is an occasional random
alternation of the value in some positions of chromosomes. Mutation can be treated as a random walk through the parameter
space. Sometimes, chromosomes that show good performance but cannot be obtained through reproduction and crossover
can be obtained through mutations. While solving problems with constraints, the reproduced chromosomes may violate pre-
defined conditions; hence, checking and discarding operations are included in the framework. These operators are used
repeatedly to generate successive generations of chromosomes. Among the chromosomes of the same generation, only a part
of them can survive and become parent chromosomes to generate offsprings for the next generation. After a series of com-
putations, the near-optimal solutions of desired parameters for the original problem can be obtained. Fig. 3 illustrates the
process for solving a very simple searching problem by using GAs. A detailed explanation of GAs can be found in [10,14].
In the recent years, GAs have been proposed to solve various important problems such as cipher breaking [26], software pro-
ject management [1], financial computing [2,7], and particle navigation control [3].

In our previous studies, the concept of GA-based enhancement of informed-detection watermarking schemes by search-
ing the best embedding positions has been introduced [17,18]. To the best of our knowledge, these are the earliest publica-
tions that have combined GA-based optimization techniques and digital watermarking schemes. Moreover, a lightweight
searching algorithm for a small range problem has also been proposed in [21] to reduce the long computation time required
in the original scheme. The concept of joint fidelity/robustness optimization and another GA-based spatial domain water-
marking algorithm has been proposed in [27]. In this scheme, spatial watermarked image blocks generated on the basis
of randomly selected keys are simulated as points to be searched in the solution space and are further analyzed by the
GA-based approach. However, the use of this scheme is limited due to the low robustness of its spatial domain embedding
nature. The secret key delivery problem could not be solved by using these two schemes. Furthermore, the number of pos-
sible solutions is limited to certain embedding results corresponding to random keys, not exactly matching with the char-
acteristics and the limits of the watermarking scheme.

Nevertheless, all the GA-based enhancement schemes have been introduced to be used along with the informed-detec-
tion watermarking schemes and inevitably suffer from several serious shortcomings. For example, after GA-based enhance-
ment, either the final embedding positions must be transmitted to the watermark detector as parts of secret information or
the watermark detector must perform the time-consuming optimization operation under the condition that the original



Fig. 3. Process for finding binary number with largest number of ‘‘1 s” within range of [0,255] by GA optimization. Candidates are simulated as 8-bit binary
strings, and the fitness (objective function) value is defined as the number of ‘‘1 s.” This figure illustrates only the iteration process of one generation.
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content is available. Undoubtedly, both remedies are not applicable in important watermarking applications such as copy-
right protection of broadcast video or DVD copy prevention. Therefore, another watermarking enhancement scheme having
better robustness against various types of attacks, guaranteed fidelity, and application-specific capacity is devised in this
study. This new optimization framework is inherently suitable for blind-detection watermarking schemes, and it eliminates
the need of any redundant secret information that must be sent to or transmitted by the detector. Furthermore, its asym-
metric embedding/detection overhead can effectively reduce the long computation time. Finally, it has several desirable
architectural characteristics, e.g., embedding and detection can be carried out in different domains. Flexibility in integrating
with existing watermarking schemes is an added advantage of the proposed scheme. Some experimental results can be
found in [19,20]; however, the complete conceptual illustrations, implementation details, and experimental results are pre-
sented in this paper.

Recently, important GA-based watermarking schemes have been proposed in [28,29]. GAs are used to determine the rule
for the conversion of real numbers into integers during the cosine transformation so that the errors in embedded watermarks
can be significantly reduced. The applications of GAs in both fragile watermarking and robust watermarking are also
discussed.

3. Proposed enhancement framework

Conventional watermarking schemes embed watermarks in a heuristic manner. As shown in Fig. 4a, in the embedding
module, predefined rules or complex perceptual models are often adopted as guidelines during watermark embedding. Since
the embedded results, relying on the predefined rules, always show the same performance, conventional watermarking
schemes cannot approach the inherent performance upper limit, as illustrated in Fig. 2. If the performance of embedded out-
comes is not satisfactory in some respects, the only solution is to adjust the embedding parameter empirically so that better
watermarked results are obtained. However, empirically setting the parameters is an awkward process that lacks systematic
techniques.

Watermarking is often modeled as a communication channel with auxiliary information (information about the host)
while discussing the host-interference rejection problem, as stated in [5,6]. However, if we investigate the watermark
embedding schemes more thoroughly, it is obvious that the host content is not the only available auxiliary information.
As long as the performance evaluation functions can be incorporated, watermark embedders can predict the performance
of each embedding operation in advance. In short, the watermarking performance originally evaluated in the detector side
can be viewed as another type of ‘‘auxiliary information.” Thus, this information shall be considered by watermark embed-
ders to produce better embedding results.

The proposed watermarking performance enhancement framework is shown in Fig. 4b. Instead of using predefined rules
or complex perceptual models, performance-driven optimization procedures are included in the embedding module. The



Fig. 4. (a) Traditional watermarking schemes using either predefined rules or empirical perceptual models for embedding operations. (b) Proposed
framework employing performance-driven optimization procedures to obtain optimal embedded results.
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performance of each embedding operation can be easily predicted and/or obtained by incorporating a performance evaluator
in the embedder. Further, the watermark embedder can use the evaluated performance to produce better results. In the ex-
treme cases, the watermark embedder may simply choose the best watermarked results out of all candidates as the final
output, rather than simply performing heuristic embedding operations.

Now, the watermarking performance enhancement leads to another problem: can watermark embedders accurately pre-
dict watermarking performance? Evaluating fidelity is easy since various subjective or objective quality metrics for digital
contents have been proposed. Although whether these metrics are sufficiently close to those of the human vision system
(HVS) or the human auditory system (HAS) is still an open problem, this question is not dealt in this study. On the other
hand, because various types of attacks should be taken into consideration, a criterion for evaluating robustness against all
types of attacks is not feasible. Fortunately, the detection values against certain malicious attacks and common media pro-
cesses can be measured. For example, as long as a JPEG quantization/dequantization module and a watermark extraction
module are included in the embedder, the robustness of an image watermarking scheme against JPEG compression can
be precisely measured. This implies that the embedded contents with additional performance information are robust against
JPEG compression. The potential methodologies of incorporating various attack models and the difficulties involved therein
will be discussed in the following sections.

4. Fidelity-guaranteed robustness enhancement of blind-detection watermarking schemes

4.1. Description of testbed system: a simple blind-detection watermarking scheme

The proposed performance enhancement scheme can be employed to enhance various existing blind-detection water-
marking schemes. In order to justify the performance enhancement capability, a blind-detection variant of the block-DCT-
based image watermarking scheme, originally introduced in [16], is used to evaluate the performance of the proposed
enhancement scheme without loss of generality.

In our testbed watermarking system, watermark sequences are binary strings (with their bit values represented by either
1 or �1) obtained by binarizing real-valued pseudo-random sequences obtained according to the N(0,1) Gaussian distribu-
tion. The watermark sequences possess good statistical characteristics such as roughly equal number of 1 s or �1 s and low
correlation between two different watermark sequences. Without loss of generality, the watermark bits are embedded at
their predefined positions within the middle-band coefficients of each DCT block, as specified in [16]. The inequality relation-
ship between the magnitudes of AC coefficients at selected positions and that of the scaled DC coefficients in the same block
is modified to represent the watermark bits. The effect of JPEG quantization is also considered while designing the embedder.
The embedding process for the selected AC coefficient within a DCT block is given by
V 0AC ¼
signðVACÞ � VDC

QDC �SDC
þ a QAC

SAC

� �
; if w ¼ 1;

signðVACÞ � VDC
QDC �SDC

� a QAC
SAC

� �
; if w ¼ �1;

8><
>: ð1Þ
where VAC and V 0AC are the original and modified values of the selected AC coefficient, respectively; w denotes the watermark
bit that will be embedded in the selected AC coefficient; sign(�) is a function that maps an input value to 1 or �1, indicating
whether the input value is positive or negative; VDC denotes the DC value of the current block; QAC is the value in the JPEG
luminance quantization table corresponding to the location of VAC; QDC is the value of the DC coefficient in the JPEG
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luminance quantization table; SDC and SAC are predefined scale factors and are set to 8 and 10, respectively, throughout the
following experiments; a is the user-specified watermark strength during watermark embedding and is always a positive
value. In general, larger the a value, the higher is the robustness against manipulations or attacks and the higher is the num-
ber of severe distortions. An adequate number of a values is often determined after performing a series of empirical tests.

The corresponding extraction process is given by
Fig. 5.
represe
~w ¼
1; if jeV AC j >

eV DC
QDC �SDC

;

�1; if jeV AC j 6
eV DC

QDC �SDC
;

8><
>: ð2Þ
where eV DC and eV AC are the values of the DC and AC coefficients in the DCT block of the watermarked (and potentially dis-
torted) image, respectively, and ~w is the extracted watermark bit.

The testbed watermarking system is in fact a variant of the quantization watermarking scheme. The magnitude of the
chosen AC coefficient will be quantized to a reconstruction point. Note that, in this scheme, the decision threshold is deter-
mined by the scaled/quantized DC value and the quantization step is decided by the user-specified watermark strength a and
the scaled JPEG quantization value corresponding to the AC coefficient.

Fig. 5 shows the empirical performance of this watermarking system used to embed a watermark sequence in different
test images. The horizontal axes represent the peak signal-to-noise ratio (PSNR) value, in decibels, of the watermarked
images. The vertical axes represent the normalized correct extraction ratio (CER, i.e., the number of correctly extracted
watermark bits divided by the number of total watermark bits). All the images are uncompressed gray-level images of
Empirical performance obtained by using our watermarking scheme to embed 16,384 bits into different 512 � 512 images. The horizontal axes
nt the PSNR value just after watermark embedding, and the vertical axes represent the normalized correct extraction ratio (CER).
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512 � 512 pixels. Four watermark bits are embedded in each 8 � 8 DCT block; in other words, a total of 16,384 bits are
embedded in each test image. These performance curves are obtained by employing different watermarking strengths,
i.e., substituting different values of a into Eq. (1). In these experiments, the watermarked results are obtained by using
respective a values ranging from 0 to 5. Note that, in Fig. 5, some experimental results show low CER values even in cases
where no attack takes place. This phenomenon is normally observed since the corresponding watermarking energies (a) are
extremely small, and the phenomenon implies that the parameter settings may be inadequate to be applied in practical sce-
narios. Here, these extraction results are incorporated to clearly illustrate the performance of the testbed system for well-
known test images. Moreover, since the design of this scheme mainly depends on JPEG quantization, the scheme has good
robustness against JPEG compression. The performance of the testbed system against other attacks will be discussed in the
later sections.

4.2. Incorporation of proposed GA-based enhancement framework with existing watermarking schemes

Fig. 6 depicts the flowchart of the proposed enhancement framework. The fidelity of the embedded content is specified by
users according to different application scenarios and will be guaranteed throughout the entire embedding process. To rep-
resent the fidelity constraint concretely, the PSNR value between the embedded image and the original image is used.

The proposed optimization process is carried out in a block-by-block manner. For each 8 � 8 image block, a set of M initial
parent chromosomes are generated. Each initial parent chromosome is a randomly generated 8 � 8 block in which the value
of each component is uniformly distributed over a symmetric range with respective to the origin. In other words, every par-
ent chromosome represents a potential distortion block, defined as the difference between the original image block and the
embedded image block. Next, an energy-shaping module is applied to all initial parent chromosomes so that they satisfy the
predefined fidelity requirement. For example, according to the definition of PSNR, if the user requests for a PSNR value higher
than 40 dB, the maximum allowable block energy, i.e., the sum of the squared values of the distortion pixels within an 8 � 8
chromosome block, shall be less than 416. If the energy of a randomly generated chromosome block is higher than the max-
imum allowed energy, the chromosome block will be uniformly scaled down to satisfy the fidelity limit. The difference be-
tween the energy of the energy-shaped chromosome and the maximum energy limit will be further decreased by slightly
adjusting the randomly selected pixels. In this manner, each pre-processed parent chromosome in fact represents the differ-
ence between a potential embedded block satisfying the fidelity constraint and the original block.

Each energy-shaped parent chromosome will be added to the original image block to form an embedded candidate. Then,
the fitness value associated with each candidate is calculated. According to the prescribed watermarking scheme, the fitness
function value F of a candidate block is defined as
F ¼
XC

k¼1

FðkÞ; ð3Þ

FðkÞ ¼
b1 þ b2 � jeV ðkÞAC j �

eV DC
QDC �SDC

����
����; if signð ~wðkÞÞ ¼ signðwðkÞÞ;

0; otherwise;

8<
: ð4Þ
where C is the number of watermark bits to be embedded in a single block and F(k) is the fitness value that the kth extracted
watermark bit ~wðkÞ contributes to F. If the sign of ~wðkÞ is same as that of the reference watermark bit w(k), the watermark
extractor can successfully extract w(k), and the fitness value shall be increased. The amount of increment is controlled by
two weighting factors: b1 and b2. b1 controls the difference in the fitness values of the case that ‘‘a watermark bit is correctly
extracted” and the case that ‘‘the extracted watermark bit is wrong”. In other words, b1 measures the correctness of the
embedded watermarks in each coefficient. On the other hand, b2 controls the dependence of the fitness value on an embed-
ded coefficient above the detection threshold. The other symbol are the same as those given in Eq. (1).

Next, a set of N child chromosomes will be reproduced according to GAs-based rules. Parent chromosomes corresponding
to higher fitness values have higher probability to generate more offsprings. Then, the reproduced child chromosomes are
randomly grouped into pairs and arbitrary portions of chromosomes are exchanged. The parts of two child chromosomes
will be combined to form a new 8 � 8 distortion block. Finally, each pixel component of the child chromosomes has a chance
to mutate and generating new candidates.

Although these child chromosomes are generated through their parent chromosomes, the adopted GA operations may
result in child chromosomes violating the specified fidelity requirement. Thus, the prescribed energy-shaping process will
be applied to these newly generated child chromosomes too.

Finally, a fitness-based selection policy is used to select M next generation parent chromosomes from a set consisting of M
parent chromosomes and N child chromosomes. The complete GA-based optimizing processes will be repeated until a cer-
tain number of iterations (named as the number of generations in a GA-based approach) have been attained. Finally, the
chromosome with the highest fitness value will be added to the original image block; this block is expected to function
an embedded block having the best robustness.

Note that the watermark is never explicitly ‘‘embedded” in the original block in the proposed scheme. The best candidate
under the fidelity constraint is found according to the simulated detection performance. The watermark extraction module is
identical to the watermark detector of the original watermarking scheme. This asymmetric embedding/detecting nature of



Fig. 6. Integrating GA-based performance enhancement framework with existing watermark scheme. The iterative optimization ends when the iteration
number exceeds a predefined limit or an acceptable embedding candidate is obtained.
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the modules is quite different from that of conventional watermarking schemes. To be more specific, the proposed embed-
ding module can be regarded as an iterative performance enhancement stage depending on the given watermark detection
algorithm and the chosen performance indexes. Similar optimization procedures can be applied to various blind-detection
watermarking algorithms as long as watermark detectors are present. Moreover, the performance indexes can be reasonably
replaced with suitable indexes, e.g., the objective PSNR can be replaced with subjective perceptual index.

From the viewpoint of the proposed fidelity-robustness model, the roles played by its each operation can be clearly iden-
tified. As shown in Fig. 7, the crossover and mutation operators find new embedding candidates, and the energy-shaping
module modifies over-distorted images so that the required fidelity constraint is satisfied, and the fitness-based selection
process will hopefully generate better parent chromosomes in the long run.



Fig. 7. Effects of components used in proposed enhancing scheme from viewpoints of performance-based watermarking model.
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4.3. Implementation details and some experimental results

The implementation of GA modules is based on the MatLab Genetic Algorithm Toolbox developed by Evolutionary Com-
putation Research Group, The University of Sheffield. A detailed introduction to the potential applications and use of this
toolbox can be found in [8,9].

In the proposed framework, since the distortion blocks corresponding to each image block in the spatial domain are mod-
eled as candidate chromosomes, real-valued GA optimization is chosen as the basic optimization technique. The number of
parent chromosomes (denoted by M) is set to 40 for all experiments after considering the typical GA settings. The generation
gap (i.e., the ratio between the number of parent chromosomes and that of child chromosomes) is set to 0.5; thus 20 children
(i.e., N = 20) will be produced after all GA operations are carried out in one generation. Though the range of values of each
gene in the initial chromosomes that corresponds to the distortion of each pixel location is set to [�128,128], the chromo-
somes that are subjected to the energy-shaping process will consequently satisfy the fidelity constraint. A discrete recom-
bination is employed to perform the crossover operations on real-valued chromosomes so that the crossover behavior is
conceptually similar to that of the uniform crossover operator of binary-valued chromosomes. Since the distortion block cor-
responds to a large search space, the mutation rate is set to 0.25 and the mutation range for real-coded GAs is set to [�20,20],
for an effective search for all possible candidates.

The weighting factors b1 and b2, specified in Eq. (4), are set equal to 100 and 1, respectively. The obvious difference be-
tween the two weighting factors will guarantee that candidate blocks corresponding to more correctly extracted payload bits
will have great advantages during evolutionary competitions. However, if two candidates possessing similar number of cor-
rectly extracted payload bits are compared, the one with higher robustness will have higher chance of survival since the ef-
fect of coefficient magnitude over the detection threshold value is also included in the objective function.

Fig. 8 shows the GA-based performance enhancement of several test images against JPEG compression. The generation
number is set to 100. The built-in image processing subroutines of MatLab are used to produce JPEG compressed images,
and the quality parameter is set to 80. The performance curves of the GA-based enhancement scheme confirm the assump-
tion that robustness increases with decreasing fidelity. Furthermore, it should be noted that for embedded images of excel-
lent visual quality, e.g., when the PSNR value is higher than 40 dB, the percentage of correctly extracted watermark bits is
high and sufficient to identify the existence of a watermark. In contrast, the original testbed system with a simple parameter
setting fails to produce watermarked contents under such high fidelity requirement.

4.4. Improving performance by increasing computational resources

Though the proposed GA-based scheme can extend the achievable performance, there is still room for improvement.
Since the proposed enhancement scheme begins with randomly generated initial parent chromosomes, only improvement
in robustness against nonmarked images can be guaranteed. For cases in which a low fidelity requirement is specified, the
search space is consequently large; thus, trapping in a local optimum may take place easily when only limited computational
resources are employed.

To avoid obtaining solutions corresponding to local optimum, several solutions can be of use. The most intuitive approach
is to increase computational resources, e.g., increase the numbers of optimization iterations. The larger the number of iter-
ations, the higher is the probability of obtaining better candidates (according to the definition of objective functions). Fig. 9
shows the obtained robustness performance using the Lena image under the fidelity requirements of 40 and 42 dB against
JPEG compression. As the allowable generation number increases, the CER increases accordingly. It should be noted that the
embedded results obtained by a large number of iterations can resist attacks better than those obtained by a small number of



Fig. 8. Comparisons of GA performance enhancement with original performance limit in terms of CER for various test images. The demand for high-quality
marked content is successfully addressed.
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iterations. This phenomenon also justifies that the settings of the weighting factors defined in Eq. (4) are reasonable, where
b1 guides the search for watermarked candidates possessing more correctly extractable payload bits in subsequent itera-
tions, and b2 leads to candidates possessing stronger marking energies. The experimental results obtained using other test
images are similar to those illustrated in Fig. 9.

Though increasing computational resources may naturally and effectively produce better results, the feasibility of this
approach heavily relies on the application scenarios. For scenarios in which increasing computational resources is expensive
or not possible, performance enhancement cannot be facilitated only through this approach.

4.5. Better population initialization

Although GAs are generally applicable to a wide range of problems in which very little information is available, there are
still many opportunities to incorporate problem-specific heuristics into GA-based systems. As illustrated in [15], the GA
stages that are randomly selected, including population initialization, crossover, and mutation, can be replaced by heuristic
methods to obtain better candidates. According to Grefenstette [15], incorporating heuristic population initialization can
produce good results quickly.

In the case of watermarking performance enhancement, heuristic initial chromosomes can be obtained by incorporating
the watermarked results produced by a testbed system. For example, in [28], the original image and the rounded water-
marked image are compared to generate initial chromosomes in order to speed up the iterative process. In other words, bet-
ter watermarked results are assumed to be located in the vicinity of the heuristically obtained results.

To test this assumption, 10 watermarked results for each test image are generated using different watermarking
strengths, i.e., different a values, where the a values are uniformly distributed from 1 to 10. In the beginning of the iteration
for each block, the distortion blocks are obtained by subtracting the unmarked block from the heuristically generated blocks
and are inputted into the proposed system to substitute the portions of the randomly generated initial chromosomes. The
energy-shaping process is also applied to these heuristically generated chromosomes to guarantee the minimum PSNR
requirement.

Fig. 10 shows the enhancement of CER against JPEG compression after incorporating heuristic initial chromosomes. The
enhancement is obvious under the constraint that the same numbers of optimization iterations are performed. Figs. 11–13



Fig. 9. GA-based robustness enhancement of Lena image under minimum PSNR of (a) 40 dB and (b) 42 dB. In each experiment, the CER increases with
respect to the increase in the generation numbers.
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show the fidelity-robustness performance of different test images against histogram equalization, resizing, and cropping,
respectively. All the attacks are carried out using the MatLab image processing toolbox, where the default settings are used
if the settings are not specifically mentioned. The resizing attack is carried out by shrinking the 512 � 512 test images to
384 � 384 images and then restoring to the original 512 � 512 dimensions. The cropping operation is performed by preserv-
ing only the 384 � 384 bottom-right area of each test image. All experimental results show significant enhancement.

4.6. Incorporating attack models as available auxiliary information

The flexible enhancement framework presents a large number of possibilities to enhance robustness against certain types
of attacks. As long as attack simulators are incorporated in the proposed system in front of the watermark extractor, i.e., all
candidate blocks are subjected to attacks before the evaluation of the objective function, the so-obtained watermarked re-
sults have better robustness against the considered attacks than those generated by systems without incorporating attack
models.

To justify this assumption, a JPEG compression simulation module, as shown in Fig. 14, is incorporated with the proposed
framework. Due to the large amount of memory/computational resources required to perform the complete JPEG simulation
on all candidate blocks iteratively, the simulation module is simplified to estimate the loss in information each block due to
the JPEG compression. This simulation module uses the standard JPEG quantization table. The images produced by the mod-
ule are nearly identical to those compressed by common JPEG encoders with a quality factor of 50.

Fig. 15 shows the embedded results obtained by the GA-based scheme and the GA-based scheme incorporated with the
JPEG simulation module (both with better population initialization). As expected, the later produces better embedded image.
However, we have also found that the performance improvement is not guaranteed for all real-world JPEG compression set-
tings. This inconsistency is mainly caused by the difference in the implementation details of the simulated attack module
and the real-world attack model, e.g., adopting different quantization tables or using different DCT subroutines. In fact, this



Fig. 10. Robustness performance against JPEG compression of different images.
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Fig. 11. Robustness performance against histogram equalization of different images.
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Fig. 12. Robustness performance against resizing of different images. Note that the image Baboon is more vulnerable to resizing attacks because most of
this image consists of high-variance details.
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Fig. 13. Robustness performance against cropping for different images. Note that the Baboon image is more vulnerable to resizing attacks because most of
the image consists of high-variance details.
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Fig. 14. Simplified JPEG compression module.

Fig. 15. Performance enhancement by incorporation of JPEG compression simulation modules into proposed scheme for (a) Baboon and (b) Lena images.
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is an inevitable constraint for existing informed-embedding watermarking schemes such as the one proposed in [9], and the
performance of the informed system against attacks that have not been considered may be worse than that of the original
scheme. In other words, though assuming possible attacks as available auxiliary information may be useful for watermarking
performance enhancement as compared to the schemes that consider attacks, their performance against other uncontrolled
attacks may not improve accordingly. This problem will be further discussed in the next section

5. Discussions

5.1. Architectural advantages of proposed scheme

The architecture of the proposed watermarking performance enhancement has a lot of advantages. First, users can specify
the required watermarking fidelity that must be guaranteed according to different application requirements. Next, the asym-
metric embedding/detection nature not only fits the system requirement of most blind-detection watermarking schemes but
also overcomes the widely criticized shortcoming of evolutionary computation—long computation time. Since the water-
mark detector is the same as that used in the original watermarking scheme, many common applications of watermarking
will not be affected by the required computational resources in the embedding process. Furthermore, the proposed water-
marking scheme has a desirable characteristic that embedding and detection can be performed in different domains, facil-
itating the direct control of fidelity in the spatial domain and strong robustness against attacks in the frequency domain,
simultaneously. Moreover, since the obtained results are not generated via explicit embedding, the statistical behavior of
the embedded coefficients will be highly random, increasing the difficulty of unintended interception. Finally, most blind-



Fig. 16. Incorporation of existing watermarking schemes with GA-based performance enhancement scheme as long as their embedded outputs can be
taken as the initial inputs for proposed framework.
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detection watermarking schemes can be easily incorporated with the proposed performance enhancement scheme, as
shown in Fig. 16.

5.2. Proposed framework as informed-embedding watermarking scheme

The proposed scheme can be regarded as an informed-embedding watermarking scheme since the embedder uses the
available auxiliary information. However, because its performance against attacks that have not been considered is not en-
hanced, the feasibility of the informed-embedding watermarking scheme is limited since a general-purpose watermarking
scheme is supposed to be robust against many types of general attacks.

However, there is a digital watermarking application in which all applicable/permissible attacks are supposed to be pre-
dicable and even controllable for the embedder; the application is steganography. For steganographic applications, only the
host-interference and optional lossy compressions shall be considered. The degree of lossy compression applied to the cover
content can even be controlled by the sender of secret messages. Therefore, not only this scheme but also all informed-
embedding watermarking schemes can be very useful for steganographic applications.

5.3. Complexity concerns

Currently, generating an embedded image using a non-optimized MatLab implementation with 100 generations requires
roughly a computation time of 1 h on a PC with a 3.0 GHz Intel Pentium 4 processor. Considering the performance difference
between the MatLab interpreter and real-world compilers, the computational complexity is reasonable but can be further
simplified.

5.4. Possible extensions

Simple quality metrics are adopted in this paper to guarantee minimal quality requirements. In fact, finding subjective
quality metrics that fit the HVS well has always been an important task in the studies on image and video processing. With
advances in visual quality metrics, the proposed scheme may be further enhanced to produce better watermarked results.

6. Conclusions

In this study, a watermark embedder is modeled as an optimization problem. A performance space based model is illus-
trated to provide more understanding of the watermarking performance enhancement. We have proposed a general water-
marking performance enhancement framework on the basis of evolutionary computation techniques. Simulation results
show that blind-detection watermarking schemes will be enhanced by incorporating the proposed GA-based framework.
The watermarking performance of a scheme can be actively considered as useful information for watermark embedders.
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