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Abstract This study investigated a two-dimensional La-
grangian stochastic dispersion model for estimating water
vapor fluxes and footprint over homogeneous and inhomo-
geneous surfaces. Over the homogeneous surface, particle
trajectories were computed from a 2-D Lagrangian model
forced by Eulerian velocity statistics determined by Monin–
Obukhov similarity theory (MOST). For an inhomogeneous
surface, the velocity and atmospheric stability profiles were
computed using a second-order Eulerian closure model, and
these local profiles were then used to drive the Lagrangian
model. The model simulations were compared with water
vapor flux measurements carried out above an irrigated bare
soil site and an irrigated potato site. The inhomogeneity
involved a step change in surface roughness, humidity, and
temperature. Good agreement between eddy-correlation-
measured and Lagrangian-model-predicted water vapor
fluxes was found for both sites. Hence, this analysis
demonstrates the practical utility of second-order closure
models in conjunction with Lagrangian analysis to estimate
the scalar footprint in planar inhomogeneous flows.

Keywords Eulerian-Lagrangian hybrid approach .

Flux variation along a transition . Footprint

Introduction

Developing explicit relationships between scalar sources
and sinks at the surface and turbulent fluxes in the
atmosphere is becoming a central research topic in
biosphere–atmosphere exchange given the proliferation of
the number of sites participating in FluxNet, a global
network aimed at quantifying long-term carbon dioxide
(CO2) and water vapor (H2O) fluxes using the eddy-
covariance method (e.g., Baldocchi et al. 2001). In deriving
a prognostic relationship between the flux and source areas
(or footprint), both analytical (Eulerian) (e.g., Horst and
Weil 1994; 1992; Gash 1986) and Lagrangian (e.g., Kljun
et al. 2002, 2004; Flesch 1996; Flesch et al. 1995; Leclerc
and Thurtell 1990) models have been employed. Large
eddy simulations (LES) of footprint have also been
investigated with some success, albeit for a restricted
domain (e.g., Leclerc et al. 1997). About a decade ago,
Finn et al. (1996) concluded that analytical and Lagrangian
models provide similar estimates of footprint distances in
homogeneous flows. However, they indicated that the
Lagrangian model has a broader range of applications
(e.g., for variable source strength cases) when compared to
the analytical model, thus permitting a wider range of field
conditions to be incorporated (e.g., Kaharabata et al. 1997;
Schmid 2002; Marcolla and Cescatti 2005), which is
desirable for a large number of FluxNet sites.

One difficulty in implementing the Lagrangian model for
estimating flux and footprint derives from the need to
specify the velocity field and atmospheric stability effects,
especially when the flow is not planar homogeneous
(Schmid 2002). For a stationary and planar homogeneous
flow field, these velocity profiles can be readily estimated
from Monin-Obukhov similarity theory (MOST). For
canopy flows, or above a non-homogeneous surface such
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as a general irrigated agricultural area where a step change
in surface roughness, moisture, and temperature conditions
exists, MOST is no longer applicable. Hence, the Lagrang-
ian model in conjunction with MOST cannot be readily
applied.

Above non-homogeneous surfaces, flow fields can be
generated by measurements or numerical simulations.
Naslund et al. (1994) and Lee and Naslund (1998) adopted
a Lagrangian model to simulate turbulent dispersion around
buildings where the flow field was parameterized by the
standard k-ε closure model. With a second-order closure
model for calculating the flow field, Bouvet et al. (2007,
2006) applied a Lagrangian stochastic model to study
heavy particle transport in windbreak flows. Their results
showed that this hybrid approach could reasonably repro-
duce the measurements. Luhar and Rao (1994) used a
second-order closure model (Rao et al. 1974) to first solve
the velocity and temperature fields above a step change in
surface conditions, and these flow fields were then used to
drive the Lagrangian model and estimate the flux and
footprint.

The above mentioned “Lagrangian dispersion–Eulerian
closure” hybrid approach is attractive for scalar flux and
footprint predictions since this method avoids the as-
sumption of planar homogeneous flow conditions. Despite
this progress, two important issues requiring systematic
investigation remain: (1) the Lagrangian model calcula-
tions of Luhar and Rao (1994) remain one-dimensional
and do not consider the fluctuation component of the
streamwise velocity, and (2) this linkage between Lagrang-
ian and higher-order Eulerian closure models still awaits
systematic field testing across a range of inhomogeneity
types.

In this study, a two-dimensional Lagrangian model is
investigated to explore the scalar flux and footprint over
homogeneous and inhomogeneous surfaces where the
fluctuation part of the streamwise velocity is explicitly
considered. Field-testing of the Lagrangian model above
two homogeneous and two inhomogeneous surfaces was
undertaken. The homogeneous tests were carried out over a
sagebrush canopy and a peach orchard site, respectively,
where SF6 tracer fluxes were measured. The first inhomo-
geneous test was an irrigated bare soil site where the source
area for water vapor is well defined within a larger non-
irrigated bare soil region (i.e., no change in momentum
roughness). The second inhomogeneous test was an
irrigated potato field surrounded by a desert. Since the
airflow from dry to wet cannot be treated as homogeneous,
the Lagrangian model must be linked to a two-dimensional
second-order closure model to estimate water vapor flux
and footprint. Discussions on the performance of the
Lagrangian model along with comparisons with these field
experiments are presented.

Methods

The Lagrangian stochastic dispersion model

The Lagrangian stochastic model is based on the assump-
tion that the evolution of particle position and velocity is a
Markov process. The basic concepts, details, and many
references can be found in Rodean’s (1996) monograph.
Following this assumption, the stochastic equations de-
scribing particle velocity and position are

dui¼ ai xi; ui; tð Þdt þ bij xi; ui; tð Þdlj
;

ui tð Þ ¼ ui t0ð Þ þ R t
t0
dui

ð1Þ

and

dxi ¼ uidt xi tð Þ ¼ xi t0ð Þ þ
Z t

t0

dxi ð2Þ

where the sub-indexes i and j=1, 2, or 3 with summation
implied over repeated indexes, x1=x, x2=y, x3=z, and u1=
u, u2=v, u3=w are the longitudinal, lateral, and vertical
velocities, respectively (since two-dimensional cases are
considered, i and j each take on values of 1 and 3), and t0 is
the initial time. As is common in stochastic differential
equations, a can be interpreted as a drift coefficient, b is the
random acceleration coefficient, dt is the time interval, and
dλ is a Gaussian random increment with zero mean and
variance dt. Once coefficients a and b are determined from
the flow field, then the formulation for particle trajectories
can be established.

For determining a, Thomson’s (1987) well-mixed condi-
tion is used, while b can be determined from Kolmogorov’s
Lagrangian theory for the inertial subrange. The well-mixed
condition states that if the tracer particles are initially
uniformly distributed (well-mixed) in velocity and position
space, they should remain so at all times during the
dispersion process. Unfortunately, the well-mixed condition
is not sufficient for selecting a unique solution for the
coefficient a when the flow is two- or three-dimensional.
Efforts have been made to provide a criterion for distinguish-
ing better Lagrangian stochastic formulations within the
“well-mixed” family (e.g., Reynolds 1998a, b; Borgas et al.
1997; Wilson and Flesch 1997), but improvements over
Thomson’s (1987) model have been rather variable (Sawford
1999; Kurbanmuradov and Sabelfeld 2000). For this reason,
the steady state solution of Thomson’s model is adopted,
with coefficients a and b given by

ai ¼ �bikbjk V�1
� �

jk
uk � Ukð Þ þ fi

ga
ð3aÞ
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bij ¼ dij C0"ð Þ1=2� dij
2s2

w

tL

� �1=2

: ð4Þ

In Eqs. 3a, 3b, and 4, the sub-indices i and j=1, 2, and 3 ,
with summation over the repeated index, Ui is the mean
Eulerian velocity (U1=U, mean streamwise velocity, U2=V,
mean lateral velocity, and U3=W, mean vertical velocity),
the tensor Vij is defined asVij ¼ ui � Uið Þ uj � Uj

� �
, the over

bar denotes ensemble average, σw
2, vertical velocity

variance is the one-dimensional form of Vij, C0 is
Lagrangian Kolmogorov constant (≈ 3.0) and ε is the mean
turbulence kinetic energy dissipation rate; the quantity C0ε
is approximated by 2σw

2/tL, where tL is the Lagrangian de-
correlation time scale.

In Eqs. 3a and 4, non-Gaussian turbulence is not
considered. It was noticed that models that include non-
Gaussian turbulence do not outperform those with a
Gaussian turbulence assumption (Wilson and Sawford
1996). The derivation of Eqs. 3a–4 can be found in
Thomson (1987) and will not be repeated here. Using
Eqs. 1–4, trajectories of fluid particles can be computed and
concomitant scalar fluxes and footprint can be obtained.

The velocity field

Monin-Obukhov similarity theory

To drive the Lagrangian model, the first and second
moments of the velocity field have to be determined a
priori. For a stationary and planar homogeneous flow, these
profiles can be expressed via MOST as

W zð Þ ¼ 0 ð5Þ

U zð Þ ¼ u�
k

ln
z� d

zo

� �
� ym

� �
ð6Þ

sw ¼ 1:25u� 1� 3
z� d

L

� �1=3

for z=L < 0;

sw ¼ 1:25u� for z=L � 0

ð7Þ

where u* is the friction velocity, zo is the surface roughness,
d is the zero plane displacement, L is the Obukhov length, k
(= 0.4) is von Karman constant, and =m is the momentum
stability correction function (Brutsaert 1984). The difficulty
of driving a two-dimensional Lagrangian model stems from
the specification of σu (the standard deviation of U) profile
since σu may not follow MOST scaling. Here, two profiles
of σu are considered:

su ¼ 2:5u� 1� 3
z� d

L

� �1=3

for z=L < 0;

su ¼ 2:5u� for z=L � 0

ð8Þ

su ¼ 0:35w2
� þ 2:0u2�

� �1=2
; w� ¼ � u3�hb

Lk

� �1=3

for z=L < 0;

su ¼ 2:5u� for z=L � 0

ð9Þ
In Eq. 8, σu is described as a function of (z−d)/L as

suggested by Kader and Yaglom (1990) and Hsieh and
Katul (1997). In Eq. 9, σu does not obey MOST for
unstable conditions (z/L<0) and is a function of a
convective velocity scale w* and the boundary layer height,
hb (= 2,000 m, assumed in this study). The stability
correction functions (=m) for stable and unstable conditions
and tL profiles are described in Appendix A. The input
parameters for this two-dimensional Lagrangian model are:
u*, hb, zo, d, L, and measurement height, zm, where zo and
d can be approximated by 0.1 h and 0.66 h (Campbell and
Norman 1998), respectively, and h is the canopy height.

Second-order closure model

For an inhomogeneous surface, where a step change in
momentum and scalars occurs, the velocity and atmo-
spheric stability fields cannot be computed from MOST as
the flow is no longer planar–homogeneous. Here, a
second-order closure model is proposed instead of MOST.
This model consists of ten equations to solve the first and
second moments of the velocity, temperature, and atmo-
spheric stability fields. In the following equations, U, W,
and Θ are the mean streamwise velocity, mean vertical
velocity and mean temperature, respectively; u’, v’, and w’
are the fluctuations of streamwise, lateral, and vertical
velocities, respectively; θ is the fluctuation of temperature,
and Einstein’s summation is applied, i.e., repeated indices in
one term represent summation.

1) Three mean field equations (the conversation equations
of momentum, mass, and temperature) for streamwise
velocity (U), vertical velocity (W), and temperature
(Θ).
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In Eq. 10a, the pressure gradient @p=@x and velocity
variance @u02

�
@x terms are neglected as suggested by

Peterson (1972).
2) Four Reynolds stress u0u0; v0v0; w0w0; u0w0� �

budget
equations for velocity variance and covariance.
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where the differentiation is denoted by a comma,
the sub-indices i=k=1, 2, or 3, or i=1 and k=3 (u1′=
u′, u2′=v′, u3′=w′), δ is the Kronecker delta tensor, p
is the fluctuating kinematic pressure, To is the
constant representative mean temperature, and " is
the mean dissipation rate of turbulence kinetic energy
¼ u

0
iu

0
i

.
2

� 	
.

3) Two budget equations for heat fluxes (q u0 and q w0).

Uj qu0
i

� 	
;j þ qu0

j
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Ui;j þ u

0
ju

0
i

� 	
Θ;j � g

To
qqd3i
� �

¼ � qu0
iu

0
j
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;j � qp;i

� � ð12Þ

where i=1 or 3.
4) One equation for turbulence kinetic energy dissipation

rate ("). Based on mixing length theory, " was
calculated as

" ¼ k" u
0
iu

0
i

� 	3=2



kL ð13Þ

where kε is a similarity constant and kL is a mixing
length scale (Shir 1972).

A review of several closure techniques can be found in
Stull (1988) and is not repeated here. The closure
formulations based on Wichmann and Schaller (1986) are
adopted in this study. The above governing equations were
numerically integrated by a Dufort-Frankel explicit finite
difference scheme. The initial profiles for the upstream
surface were obtained by substituting the upstream bound-
ary conditions in the governing equations and numerically
integrating the latter in x, without any change in boundary
condition, until steady-state equilibrium distributions were

established. The methods for assigning boundary conditions
are described in Appendix B.

Flux and footprint calculations

To calculate fluxes and footprints, scalar particles are
released from the canopy height and reflected at d + zo.
For a stationary horizontally homogeneous surface, calcu-
lations of flux and footprint depend only on the relative
distance between the flux measurement point and the
emission point; the scalar flux, F, at the point (x, z) can
be calculated using (Hsieh et al. 2000)

F x; zð Þ ¼ S
n" � n#

N

� 	
; ð14Þ

where S is the surface source strength (kg m−2 s−2), n↑ and
n↓ are the number of particles reaching height z at position x
with upward and downward vertical velocities, respectively,
and N is the total number of particles released. The
footprint, f(x,z), can be calculated by differentiating the
normalized flux [i.e., F(x, z)/S] with respect to x at (x, z) as

f x; zð Þ ¼ @F x; zð Þ=S
@x

ð15Þ

In essence, the footprint describes the relative contribution
of each source element to the measured flux.

However, for an inhomogeneous surface, the flux and
footprint calculations will also depend on the actual
location of the emission point. In this case, flux estimation
necessitates placement of a large number of upwind
emission points along a line source from the sensor location
and computation of the following:

C x; zð Þ ¼
Z x

�1

Z t

t0
S x0ð ÞP x; z; tjx0; z0; t0ð Þdt0dx0 ð16Þ

F x; zð Þ ¼ wc

¼
Z x

�1

Z t

t0
wS x0ð ÞP x; z; tjx0; z0; t0ð Þdt0dx0 ð17Þ

where C and c are the mean and instantaneous scalar
concentrations, respectively, w is the Lagrangian vertical
velocity at (x, z), and P is the transition probability density
function (m−2) that describes the probability density of a
tracer particle originally released at (x0, z0,t 0) to be found at
(x, z, t). Suppose the line source is divided into n segments,
each having a steady and uniform source density Sj over its
width, Δxj, where j=1,..., n. Equation 17 can then be
simplified and the flux at the measurement point (xm, zm)
can be calculated as

F xm; zmð Þ ¼
Xn
j¼1

ΔxjSj xj
� �M "

j xm þΔx; zmð Þ
Δx

�ΔxjSj xj
� �M #

j xm þΔx; zmð Þ
Δx

ð18Þ
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where M "
j xmþΔx;zmð Þ and M #

j xmþΔx;zmð Þ are the proba-
bilities of particles from source Sj passing the sampling
location between (xm, zm) and (xm+Δx, zm) with positive
and negative vertical velocities, respectively; here, Δx is
the width of the sampling point. And the source strength, S
(x), over an inhomogeneous surface, where a step change in
surface conditions occurs at x=0, can be specified by

S xð Þ ¼ S1 for x < 0

S2 for x � 0

( )
; ð19Þ

as suggested by McAneney et al. (1994) and Brunet et al.
(1994).

Experiments

Four experimental data sets were used to test the Lagrang-
ian model. For homogeneous conditions, SF6 flux data
collected above (1) a sagebrush canopy (zo=0.14 m, h=
0.75 m; Leclerc et al. 1997) and (2) a peach orchard canopy
(zo≈0.4 to 0.54 m, h≈3.1 to 4.2 m, d≈2.1 to 2.8 m; Leclerc
et al. 2003) were employed. For inhomogeneous condi-
tions, the first experiment was carried out above an irrigated
bare soil site, where the Lagrangian model was tested
against the measured water vapor flux (LE) at a fixed point.
The second experiment was performed above an irrigated
potato site, where the Lagrangian model was tested against
water vapor flux measurements conducted along a progres-
sion of distances downwind from a transition.

Sagebrush experiment

This field experiment was conducted over a sagebrush canopy
near Richland (WA), during June 1992 (Leclerc et al. 1997).
This site is located in a flat, 40 km basin. The canopy height
and surface roughness were 0.75 and 0.14 m, respectively.

A 400 m long line source of SF6 tracer was deployed at
the canopy top along the SW–NE directions. The SF6 tracer
was continuously released at a steady rate from the line
source while the wind was from the northwest. Four eddy-
covariance (EC) systems located downwind at 50, 100, 175,
and 250 m along a line normal to the line source were used
to measure SF6 fluxes. Each EC system was set at 10 m
above the ground and consisted of a three-dimensional
sonic anemometer and a fast-response tracer analyzer. Both
raw and 5 min averages of all variables were stored on a
continuous basis. Three-dimensional coordinate rotation
was made to set the mean lateral and vertical velocities to
zero. SF6 fluxes were then calculated for each half-hour
period. The experimental setup is shown in Fig. 1a.

Two periods of data on Julian days 168 and 172 were
used in the model validation. The mean u* was about 0.4 m/s
at GMT 1740–2232 hours on day 168, and 0.29 m/s at GMT

1412–1507 hours on day 172. More details of this
experiment can be found in Leclerc et al. (1997).

Peach orchard experiment

This experiment was carried out over a peach orchard field,
approximate 200 m×250 m, at Hollonville (GA) during
July–September 1998 (Leclerc et al. 2003). At the onset of
this experiment, the canopy height was 3.1 m. Later in the
summer, the canopy had grown taller and the canopy height
was 4.2 m. The surface roughness and zero-plan displace-
ment were 0.4–0.55 and 2.1–2.8 m, respectively.

Two, 100 m long, line sources of SF6 tracer were
deployed at the canopy top for a broad range of wind
directions. Four towers equipped with a three-dimensional
sonic anemometer and a fast response SF6 analyzer at 6 m
above the ground were used to measure the tracer fluxes.
The SF6 tracer was continuously released at a steady rate
from one single line source. Depending on the wind
direction, these flux towers were at 8, 30, 55, and 65 m
downwind from the northern line source, and at 9, 19, 42,
and 55 m downwind from the southern line source
(Fig. 1b).

A CR-10X datalogger was used to collect the 8 Hz time-
series data. Three-dimensional coordinate rotation was
made to set the mean lateral and vertical velocities to zero.
SF6 fluxes were then calculated for each half-hour period.
Data were discarded when the wind was not from the
preferred direction. Data collected on 16 July, 22 Septem-
ber, and 23 September 1998 were used for this study.
Readers are referred to Leclerc et al. (2003) for more
experimental details.

Bare soil site

This experiment was performed above a uniformly irrigated
bare soil patch within a large dry soil field at the Campbell
tract facility at the University of California in Davis (CA).
The Campbell tract facility is a 500 m × 500 m bare soil site
(zo=1.7 mm, determined from the mean wind profile as
described in Hsieh et al. 1997). The site is equipped with a
sprinkler irrigation system capable of irrigating a 120 m ×
110 m soil patch with uniformity coefficients of about 85%
(see Katul and Parlange 1992; Parlange et al. 1992 for
details on the irrigation system). The irrigation was carried
out on the evening of August 21 1993, and only data
collected after irrigation were used. The edge of the
irrigated boundary from the measurement tower varied
from 80 m to 100 m depending on the wind direction. Two
EC systems, each consisting of a CA27 one-dimensional
sonic anemometer and a Krypton hygrometer, were used to
measure the vertical velocity and LE at 1.12 m and 2.9 m
above the ground surface. To calculate the absolute
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Fig. 1 a Experimental set up
over the sagebrush site. Four
eddy-covariance(EC) systems
were used to measure SF6
fluxes from the line source at
different horizontal positions. b
Experimental set up over the
peach orchard site. Two SF6 line
sources for releasing SF6 were
deployed at the canopy top
depending on wind direction. c
Experimental set up over the
bare soil site. Two EC systems
were used to measure water
vapor fluxes at 1.12 and 2.9 m.
The fetch was about 100 m. d
Experimental set up over the
potato site. A stationary EC
system was set at 800 m from
the transition edge to measure
water vapor flux. The solid dots
(•) on the potato field denote the
locations of the mobile EC
systems. The radius of each
irrigation circle was 400 m
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magnitude of the fluxes by the Lagrangian model, the
source strength needs to be known. The water vapor fluxes
measured at 1.12 m were utilized as a reference to
determine the source strength. The source strength can also
be calculated indirectly from measurements of mean wind
speed and scalar concentration in conjunction with a
Lagrangian model, as suggested by Wilson et al. (1982).
LE measurements at 2.9 m were used to test the Lagrangian
model predictive skills. A Gill tri-axial sonic anemometer
positioned at 1.96 m from the surface was used to measure
the wind velocity statistics and sensible heat flux (H). The
experimental setup is shown in Fig. 1c.

The sampling frequency was 21 Hz and the sampling
period was 26 min, resulting in 32,768 data points from
each measured flow variable. Data with temporal trend (or
non-steady) in the 26-min periods were discarded. Two
periods of data on days 233 and 234 were analyzed in this
study. There were 5, 17, and 7 runs in unstable, near neutral,
and stable conditions, respectively. To ensure the LEmeasure-
ments were reliable, only data larger than 50 W m−2 were
used. This selection resulted in 17 runs, where the stability
conditions (z/L) were within −0.007to −0.14, to test the
model performance. The longitudinal velocity was rotat-
ed along the mean wind direction so that V, the mean
lateral velocity, was zero for each run. The internal
boundary layer was found to be between 1.12 and
1.96 m at the measurement location. A unique feature of
this experiment is that the water vapor source area is well
defined.

Potato site

The experiment was carried out above a potato field
between 3 June (day 154) and 13 June (day 164) 1992.
The potato crop was planted in 0.91 m wide rows on a 800-
m diameter irrigated circle (64 ha). The upwind surface was
a triangular patch of desert soil and alfalfa field (see
Fig. 1d). The potato field was irrigated every 1–3 days to
ensure maximum productivity and limited water stress. The
surface roughness height was 5 mm for the upwind desert
soil and 50 mm for the potato field.

One stationary and one mobile EC system was used to
evaluate the horizontal variations of fluxes of momentum,
sensible heat, water vapor, and CO2 along the downwind
progression from the transition edge. Both EC systems
consisted of a three-dimensional sonic anemometer (ATI,
model SWS211/3k) and an open-path infrared absorption
spectrometer (Auble and Meyers 1992). The stationary
system was located on the northeast side of the irrigated
circle. Soil heat flux and net radiation measurements were
also available at this location. The mobile system was
placed at various distances from the upwind edge. Both
systems were set at 4 m above the ground. The sampling

frequency and averaging period were 10 Hz and 30 min,
respectively, and all the flux data were normalized using
measurements from the stationary system. For reaching a
maximum fetch, data were selected only when the wind
was from the predominant southwesterly direction (between
220 and 240). After rotating the x-axis to the mean wind
direction, the distance from the transition for the stationary
system was 800 m. The fluxes measured by the mobile
system were along a progression of distances—1 m,
38.4 m, 72 m, 91 m, 136 m, and 295 m—downwind from
the edge. The mobile EC system moved from the first
position to the last position between 1000 hours to
1600 hours. Data were selected from periods in which the
turbulence conditions were stationary and the net radiation
exceeded 500 W m−2. This selection resulted in 36 data
points, 6 points at each location. The mean condition at
each location was then taken by averaging these six data
points.

An energy balance closure test [measured energy balance
components (sensible, latent, and soil heat fluxes) matched
the net radiation flux satisfactorily] at the stationary system
has showed that this system was positioned well within the
internal boundary layer. Based on the mean upwind
meteorological conditions (0.35 m s−1 for friction velocity,
350 W m−2 for sensible heat flux, and 100 W m−2 for latent
heat flux), the second order closure model was used to
compute the flow field, which was then utilized to drive the
Lagrangian model for estimating the variability in water
vapor fluxes along the progression of downwind distances.
Other details of this experiment can be found in Baldocchi
and Rao (1995).

Results and discussion

Model simulations under homogeneous conditions

Simulation of sagebrush experiment

Before using these models for analyzing field measure-
ments in planar inhomogeneous flows, we compared the
Lagrangian model results under homogeneous conditions
with field measurements. Figure 2a shows a typical
predicted cumulative flux (SF6) at 10 m above the ground
as a function of downwind distance from the transition edge
(fetch) by the Lagrangian model and measurements
(circles) under unstable conditions (L=−55 m, u*=0.4 m/s,
zo=0.14 m, h=0.75 m) over the homogeneous sagebrush
canopy (Leclerc et al. 1997). Figure 2b is the same as
Fig. 2a but for a stronger unstable conditions (L=−32 m
and u*=0.29 m/s). In Figs. 2a and 2b, the solid line
represents the Lagrangian model prediction with the σu

profile from Eq. 8 and the dashed line represents simulation
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with the σu profile from Eq. 9. Note that both σu profiles
result in similar flux estimations. Hence, only the model
predictions with Eq. 9 are presented hereafter. Good
agreement between measured and predicted fluxes was
found in the data presented in Fig. 2. The cumulative fluxes
as a function of fetch for unstable (L=−55), neutral, and
stable (L=100 m) conditions are shown in Fig. 3. The
observation height, surface roughness, and friction velocity
in Fig. 3 are the same as in Fig. 2 though there were no flux
measurements to compare under stable and neutral con-
ditions. The 90% footprints for the unstable, neutral, and
stable conditions in Fig. 3 are 500, 1,000, and 2,000 m,
respectively. As expected, the 90% flux fetch requirement
varies significantly with variations in atmospheric stability,
and this fetch requirement becomes progressively longer for
the same measurement height as the flow changes from
unstable to neutral to stable conditions.

Simulation of peach orchard experiment

Figure 4a shows a typical predicted normalized SF6 flux
footprint (zof) as a function of horizontal distance from the
measurement by the Lagrangian model (solid line) and
measurements (circles) over the homogeneous peach
orchard canopy (Leclerc et al. 2003) under near neutral
conditions. Recall that footprint (f) is defined by differen-
tiating the normalized flux [i.e., F(x, z)/S] with respect to x
and has unit of m−1. In Fig. 4a, the measurement height, zm,
is 6 m and the surface conditions are: (z−d)/L=−0.0032,
L≈−1,000 m, u*≈0.3 m/s, zo≈0.5 m, h≈4.0 m, and
d≈2.5 m. Figure 4b is the same as Fig. 4a but for
conditions: (z−d)/L=−0.016, L≈−200 m and u*≈0.48 m/s.
Figure 5a shows the same comparison as in Fig. 4a but for
unstable conditions (z−d)/L=−0.32, L≈−11 m, u*≈0.32 m/s,
zm=6 m, zo≈0.5 m, h≈4.0 m, and d≈2.5 m. Figure 5b is the
same as Fig. 4a but for unstable condition (z−d)/L=−0.15,
L≈−26 m, u*≈0.4 m/s, zm=6 m, zo≈0.4 m, h≈3.1 m, and
d≈2.1 m. Good agreement between measurements and
predictions was found in the data presented in Figs. 4 and 5.
It should be noted that the measurement of the tracer
footprint peak location and magnitude in Figs. 4 and 5 is
tentative since flux gradients are largest close to the scalar
source and peak location. As expected, under unstable
atmospheric conditions, the peak source location (the source
with the maximum contribution to the flux measurement) is
closer to the measurement location than under neutral
conditions. Also, the source area is more spread in near-
neutral atmospheric stability conditions when compared to
its unstable counterpart. The 90% footprints for Figs. 4a–5b
are 100, 80, 25, and 60, respectively.

Leclerc et al. (2003) also compared their measurements
with a Lagrangian stochastic dispersion model (Leclerc and
Thurtell 1990). However, their model did not consider the

Fig. 2 a Comparison between measured and Lagrangian model
predicted cumulative fluxes (SF6) at 10 m above the ground as a
function of downwind distance (fetch) under unstable conditions
(L=−55 m, u*=0.4 m/s, zo=0.14 m, h=0.75 m) over the homogeneous
sagebrush canopy. Model A (solid line) Lagrangian model prediction
using the σu profile from Eq. 8, Model B (dashed line) calculations
with σu profile from Eq. 9. b As in a but for increased unstable
conditions (L=−32 m and u*=0.29 m/s)

Fig. 3 Modeled cumulative fluxes as a function of fetch for unstable
(L=−55), neutral, and stable (L=100 m) conditions. Surface con-
ditions as in Fig. 2a
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fluctuation of the streamwise wind velocity. Although it is
commonly assumed that the fluctuation of the streamwise
velocity is negligible, this assumption has not yet been
tested with field data. The present model did consider the
fluctuation of the streamwise velocity. To further examine
the model performance, we also compared our model
predictions, Leclerc et al.’s (2003) model predictions, and
field measurements in a scatter plot (Fig. 6); both models
are in good agreement with the measurements. In Fig. 6, the
R2 and standard error of estimation (SEE) values are 0.97
and 0.0022, respectively, for the present study, and 0.90 and
0.0021, respectively, for Leclerc et al. (2003). Figure 6
demonstrates that the Lagrangian model, which includes the
fluctuation of the streamwise velocity, does not perform
better than the one without this inclusion. This also
indicates that the assumption: “the fluctuation of the
streamwise velocity could be neglected” is valid.

Fig. 6 Comparison between measured and model predicted footprint
(zof). The 1:1 line is also shown

Fig. 5 a Same as Fig. 4a but for unstable conditions (z−d)/L=−0.32,
L≈−11 m, u*≈0.32 m/s, zm=6 m, zo≈0.5 m, h≈4.0 m, and d≈2.5 m. b
Same as Fig. 4a but for unstable conditions (z−d)/L=−0.15, L≈−26 m,
u*≈0.4 m/s, zm=6 m, zo≈0.4 m, h≈3.1 m, and d≈2.1 m

Fig. 4 a Comparison between measured and Lagrangian-model-
predicted normalized SF6 flux footprint (zof) as a function of
horizontal distance from the measurement over the homogeneous
peach orchard canopy under near neutral conditions. The measurement
height, zm, is 6 m and the surface conditions are (z−d)/L=−0.032,
L≈−1,000 m, u*≈0.3 m/s, zo≈0.5 m, h≈4.0 m, and d≈2.5 m. b As in
a but for surface conditions: (z−d)/L=−0.016, L≈−200 m and
u*≈0.48 m/s
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Model testing over the bare soil site

Before we discuss the Lagrangian model simulations, we
first examined the velocity and temperature profiles solved
by the second-order closure model over the bare soil area.

Second-order closure model calculations

Figure 7a shows the typical evolution of the mean wind
velocity profiles from the upwind (x≤0) to the downwind
(x>0) irrigated area where the atmospheric surface boundary
conditions are: upwind surface, Θo1=313 K, u*o1=0.4 m s−1,
and Ho1=0.24 m s−1 K; and downwind surface at x=30 m,
Θo2≈300 K, u*02=0.388 m s−1 and H02=−0.370 m s−1 K;
here the subscripts o1 and o2 denote the upwind and
downwind boundary conditions at z=zo, respectively. Note
that the mean velocity profile does not change appreciably

with downwind distance. Furthermore, this minor change is
due to changes in local atmospheric stability conditions
(from unstable to stable) and not due to roughness changes.
Figure 7b is the same as Figure 7a but shows the mean
temperature profiles. Note the dramatic change in temper-
ature profile due to the step change in surface temperature
(from hot to cool) over the bare soil. Also, in Fig. 7b, the
changes in temperature profiles become progressively
smaller and smaller with distance, and the upper air layers
(above 10 m from the ground) do not “sense” the wet
surface despite the fact that the air has traveled some 90 m
along the discontinuity. These simulations demonstrate that
the upwind air was equilibrating with the downwind surface
gradually, as expected for a surface with such a small zo.
Similar temperature changes (in Fig. 7b) under local
advection conditions were also found by the closure models
in Rao et al. (1974), Naot and Mahrer (1991), and Wilson
et al. (2001) and were also shown to be in good agreement
with their field measurements.

Model flux footprint predictions

Using the flow and the second moments computed by the
closure model, we consider the footprint of water vapor
flux over the bare soil area. Figure 8a shows the computed
footprint as a function of horizontal distance from the
measurement for three observation heights (1.12, 1.96 and
2.9 m, respectively), where the upwind atmospheric
condition is unstable, and the downwind condition is stable.
Here the fetch is 100 m (i.e., the tower is at 100 m from the
boundary between irrigated and non-irrigated regions along
the mean wind direction) and the atmospheric stability
conditions were the same as Fig. 7a. In Fig. 8a, note that the
source has a maximum contribution to the flux measure-
ment at 1.12 m, which is around 18 m away from the tower,
and the source area expands further and further as the
observation level increases.

Figure 8b is the same as Fig. 8a but for near neutral
upwind atmospheric conditions (Ho1=0.02 m s−1 K). In
Fig. 8b, the upwind surface is dry and under near neutral
conditions. The downwind surface is irrigated and humid.
So, when this dry upwind air flows over the downwind wet
surface, water is evaporated and cools down the surface
temperature and a stable downwind internal boundary layer
is then formed. Figure 8c is the same as Fig. 8a but both the
upwind and downwind atmospheric conditions are unstable
(at upwind surface, Θo1=300 K, u*o1=0.4 m s−1, and Ho1=
0.24 m s−1 K; and at downwind distance x=30 m, Θo2≈
293 K, u*02=0.398 m s−1 and H02=0.13 m s−1 K). The
results show that under unstable downwind conditions the
footprint peak location is closer to the measurement point
than the stable condition. Comparing Figs. 8a, 8b, and 8c
reveals that the footprint (source area) under this in-

Fig. 7 a Evolution of the mean wind profiles along the inhomoge-
neous bare soil site, where the upwind condition (x≤0; dry soil
surface) is unstable, and the downwind (x>0; irrigation surface)
condition is stable. The upwind boundary conditions are Θo1=313 K,
u*o1=0.4 m s−1, and Ho1=0.24 m s−1 K. Here the subscript o1 denotes
the upwind boundary conditions. b Same as Fig. 6a but for
temperature
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homogeneity is only slightly influenced by the upwind
atmospheric stability conditions and appears a little bit
narrower if the atmospheric stability conditions become
unstable. Another thing to remember is that the area under
the footprint curves must integrate to unity.

The bare soil site experiment provides a baseline data set
to test the Lagrangian model over a non-homogeneous
surface since the source area for water vapor is (1) uniform,
(2) spatially well defined, and (3) the momentum roughness
change is negligible. Previous work by Hsieh et al. (1997,
Figs. 8 and 9) demonstrated the need to include non-
homogeneity effects to improve scalar flux estimation by a
Lagrangian model. Here, we explicitly consider inhomoge-
neity by using the mean velocity and atmospheric stability
fields computed from the second-order closure model (vis-à-
vis MOST as in Hsieh et al. 1997). With the source strength
determined from the water vapor flux measured at 1.12 m,
the Lagrangian dispersion model was applied to predict the
water vapor flux at 2.9 m. Figure 9 compares the water vapor
flux measured by the EC system at 2.9 m and the model
predictions. Good agreement between measurements and
predictions was noted (R2 = 0.86; SEE = 24.94 W m−2). This
agreement demonstrates the usefulness of a coupled La-
grangian-Eulerian model for simultaneously estimating the
scalar flux and footprint over an irrigated bare soil site
experiencing a step change in surface temperature and water
vapor.

Model testing over the potato site

The variations in mean wind velocity and temperature are
presented in Baldocchi and Rao (1995) and will not be
repeated here given that our focus is on longitudinal
variations in latent heat flux. For this heterogeneous

Fig. 9 Comparison between the EC-measured and Lagrangian-model-
predicted water vapor fluxes over the bare soil site at z=2.9 m. The
regression line is also shown

Fig. 8 a Variation of the footprint as a function of measurement
height and horizontal distance from the measurement, where the
upwind condition is unstable and the downwind condition is stable.
Here the upwind boundary conditions are the same as in Fig. 7a. b As
in a but the upwind atmospheric condition is near-neutral (Ho1=
0.02 m s−1 K) and the downwind condition is stable. c As in a but the
upwind and downwind atmospheric conditions are both unstable. The
upwind boundary conditions are Θo1=303 K, u*o1=0.4 m s−1, and
Ho1=0.24 m s−1 K
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surface, the upwind and downwind source strengths were
determined using the water vapor fluxes measured at x=
1 m downwind from the edge and at the stationary system
(x=800 m), respectively. Given these source strengths, the
Lagrangian model was used, in conjunction with the
second-order closure model, to predict the water vapor
fluxes along the downwind distances. Figure 10 compares
the EC-measured and Lagrangian-model-predicted water
vapor fluxes (measured at 4 m above the ground) as a
function of downwind distance (fetch). Two features can be
noted in Fig. 10: (1) the measured water vapor fluxes agrees
well with model predictions in magnitude and variation
trend; (2) both measurement and model prediction show
that the 90% flux layer was reached around 100 m
downwind from the transition edge. Also, both the
measurements and model predictions reveal that, around
300 m downwind from the edge, the air became in good
equilibrium with the irrigated potato surface, where the
water vapor flux was the same as the water vapor flux
800 m downwind.

Conclusions

We investigated a two-dimensional Lagrangian stochastic
dispersion model for predicting scalar fluxes and their
footprint for planar homogeneous and inhomogeneous
turbulent flows. For homogeneous surfaces, it was found
that a Lagrangian model that includes fluctuation of
streamwise velocity does not perform better than one
without this inclusion. This also indicates that the assump-
tion: “the fluctuation of the streamwise velocity could be
neglected” is valid.

Above an inhomogeneous surface, the Lagrangian model
was driven by the flow field generated from an Eulerian
second-order model. Using this Eulerian-Lagrangian com-
bination, we showed that Lagrangian model predictions of
water vapor fluxes are in good agreement with field
measurements over an irrigated bare soil site and an
irrigated potato field. Future work will focus on extending
this coupled Eulerian-Lagrangian approach to flows on
complex terrain where W(x, z) becomes significant and a re-
circulation zone in the mean streamlines may exist (e.g.,
Poggi and Katul 2007).
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Appendix A: stability correction functions and
Lagrangian time scale profiles

1. For unstable conditions (z/L<0):

ym ¼ �2 ln
1þ f
2

� �
� ln

1þ f2

2

� �
þ 2

� tan�1 fð Þ � p
2

ðA:1Þ

tL ¼ k z� dð Þu�
s2
wfh

ðA:2Þ

f ¼ 1� 16 z� dð Þ=Lð Þ1=4 ðA:3Þ

fh ¼ 0:37 0:03� 3 z� dð Þ=Lð Þ�1=3 ðA:4Þ
2. For neutral and stable conditions (z/L≥0):

ym ¼ 1þ 5 z� dð Þ=L ðA:5Þ

tL ¼ k z� dð Þu�
s2
wfh

ðA:6Þ

fh ¼ 1þ 5 z� dð Þ=L ðA:7Þ

Fig. 10 Comparison between EC-measured and Lagrangian-model-
predicted water vapor fluxes as a function of downwind distance
(fetch) over the potato site
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Appendix B: boundary conditions for the second-order
closure model

The boundary conditions are based on Monin-Obukhov
similarity theory (MOST) under neutral atmospheric strat-
ification. Near the ground, the downwind boundary values
(i.e., at z≈zo2; zo2 is the downstream surface roughness) for
velocities are: U(zo2)=0 and W(zo2)=0. The boundary
values for temperature are solved by assuming that the
available energy is conserved through the downwind
surface. In other words, the following equation is valid.

Ho2 þ LEo2 ¼ Rno2 � Go2 ¼ constant ðA:8Þ
where the subscript o2 denotes the downwind boundary
parameter, Rn is the net radiation and G is the soil heat flux.
With the equilibrium flux-profile relations, Eq. A.8 can be
expressed as

�rCpkzu�o2
@Θ
@z

����
zo2

¼ Rno2 � Go2 � LEo2; ðA:9Þ

where ρ is the air density, Cp is the specific heat of air at
constant pressure, and u*o2 is specified as

u�o2 ¼ kz
@U

@z

����
zo2

ðA:10Þ

Equations A.9 and A.10 are solved together to determine
the downwind boundary values for temperature.

With u* calculated by Eq. A.10 and θ* calculated by

q�o2 ¼ 0:74kz
@Θ
@z

����
zo2

; ðA:11Þ

the boundary conditions for the second moments of
velocity and temperature and the dissipate rate of turbu-
lence kinetic energy are specified as follows:

u0u0 ¼ auuu
2
�; v0v0 ¼ avvu

2
�; w0w0 ¼ awwu

2
�;

u0w0 ¼ �u2�
ðA:12Þ

qu0 ¼ aq uq�u�; qw0 ¼ �q�u� ðA:13Þ

" ¼ k"ðu0u0 þ v0v0 þ w0w0Þ3=2
.
kzo2 ðA:14Þ

In Eqs. A.12 and A.13, auuvvww, and aθu, are similarity
constants.

As to the upstream boundary conditions, Θo1, u*o1, and
θ*o1 are known/given (the subscript o1 denotes the
upstream boundary parameter), and the second moments
of velocity and temperature and the dissipate rate of
turbulence kinetic energy are calculated by Eqs. A.12–
A.14; U(zo1) and W(zo1) are set to zero (zo1 is the upstream
surface roughness.
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