
Application of bound: In this section we present results of the 
derived punctured bound for different turbo code rates derived 
from the original rate 113 turbo code. We assume that the channel 
has additive white Gaussian noise (AWGN). As a representative 
example, binary phase shift key (BPSK) modulation is used. We 
apply the bound to a turbo code with two identically constituted 
encoders with generator functions (517)s. We use the algorithm in 
[3] to calculate the WEF of the constitutent codes. 

Fig. 1 shows the bound for a frame length of 500 bits at code 
rates of 113, 215, 112, and 213. As expected, the punctured bounds 
diverge at signal-to-noise ratios larger than those that occur at a 
rate of 113. The abrupt transition of the bound occurs when the 
signal-to-noise ratio, &IN,, drops below the threshold determined 
by the computation cutoff rate &, i.e. when Eh/& < <l/r)ln(2'-' 
- 1) for a code rate r [3]. 

In Fig. 1, the abrupt change occurs at 2.03, 2.2, 2.5 and 3.ldB, 
for rates of 113, 215, 112, and 213, respectively. Also, as shown in 
the rate 113 code bound calculation, for the punctured bound at 
higher signal-to-noise ratios, the evaluation of the bound requires 
only a few terms in the summation. The error floor (the low slope 
region of the performance curve where the error rate decreases 
very slowly with increasing signal-to-noise ratio) still exists with 
the punctured bound. 
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Fig. 2 Simulated and analytical bound for  punctured turbo code 
-c r = 215, bound 
- -C - r = 2/5, simulated 
-A- r = 112, bound 
- -X- - r = 1/2, simulated 

In Fig. 2, a simulated punctured turbo code with a frame 
length of 192 bits is compared with the analytical punctured bound 
at rates 215 and 112. At higher signal-to-noise ratios (greater than 
&), the bound accurately predicts the turbo decoder performance. 
At signal-to-noise ratios less than &, simulation is the only way 
to predict the performance of turbo codes due to the divergence in 
the performance of the analytical bound in this region. 

Conclusions: The introduction of the hypergeometric puncturing 
device makes the derivation of the analytical bound of the punc- 
tured bound of turbo codes tractable. The hypergeometric punc- 
turing device allows for averaging over all possible puncturing 
positions. The performance bound has been compared with the 
simulation results, and the comparison shows that the two 
bounds, obtained both through analytical and simulation means, 
are identical at higher signal-to-noise ratios, but the analytical 
bound still diverges at signal-to-noise ratios lower than the cutoff 
rate &. This bound can also be extended for use with punctured 
turbo code modulations and for designing punctured turbo codes. 
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Class of multilevel run-length limited trellis 
codes 

Hung-Hua Tang and Mao-Chao Lin 

The authors have used a multilevel coding technique to construct 
run-length limited (RLL) trellis codes with error-correcting 
capabilities. The constructed codes have better performance than 
the RLL trellis codes previously proposed, in terms of error- 
correcting capabilities, coding rates and decoding complexities. 

In [3], a multilevel coding technique was used to construct trellis 
coded modulation systems. Consider a signal set R that consists of 
2" signal points. Each signal point in R is marked by w( s"), where 
s" = (sl, s2, ..., s , ~ ) ,  s, E (0,  l}, i = 1, 2, ..., m. The encoding of the 
system in [3] is illustrated in Fig. 1. At time t ,  an r-bit message 
i ( t )  is encoded by a rate rlm convolutional code C resulting in an 
rn-bit code branch f ( t )  = (vl(t), v2(t) ,  ..., vm(t)). The output of the 
multilevel delay processor is f ( t )  = (s, (t), s2(t), ..., s, (t)). The out- 
put of the signal mapper is w(s"(t)) E R, where s / ( t )  = vr(t-(ml)h), 
I = 1, ..., m, and h is a constant. If the mapping between the m- 
tuple s" and the signal point w(f) is appropriately designed, a 
large free distance can be achieved for a signal set R such as 8PSK 
or (0, 1}4 [3, 41. 
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In this Letter, we propose to apply the multilevel coding tech- 
nique of [3] to the design of RLL codes. Since (d, k)l is not a 
power of 2 in general, one of the problems is to choose a subset of 
CLax (d, k )  that consists of 2” RLL n-tuples to be the signal set Q. 
The design of w is also a problem. We show that there is simple 
way to design SZ and w such that RLL trellis codes are yielded 
which have a better performance than Lee-Wolf codes. We also 
show that in some cases, further improvements can be made. 
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2 

2 

Preliminaries: In this Section, we describe the properties of the 
trellis code T shown in Fig. 1 in a way similar to that given in [4]. 
Consider a signal set SZ which consists of 2” signal points, where 
each signal point is a binary n-tuple. The Hamming distance 
between two signal points o(f) and Nf’) will be denoted by 
A(W(f), w ( f 7). Let s^ = (sI, sz, ..., s,) and s^’ = (sI’, si, ..., s,’) 
and define 

min {A(w(i?), U ( ; ’ ) )  : U(.^) ,  U(.?) E Q} 
SI Sts: 

min,{A(w(s),w(i’)) : w(;),w(a’) E 0, 
S I  i s ,  

if J = 1 

A, = 

sz = si  for 1 5 i < J }  i f l < j < m  I (1) 

We then have an m-level distance profile AI,  ..., A,x}. The free dis- 
tance of Tis lower bounded [3, 41 by 

Are, h,,, Generator n’rate nirate 

5 5 ( t  A) 910.222 10/0.200 610.333 

5 6 (:A;:) 10/0.300 1 U0.273 W0.375 

(d,k) = ( 1 3  (d ,4 = (2,7) (44 = (1,7) 

2 1 3 2  

1-1 m 

where V = { ..., G(O), C(l), ...) and ;(t) = (v,(t), ..., v,(t)). The 
bound A&) is an increasing function of h and will become a 
constant value Afr,,, when h exceeds a threshold number, Lin. Sub- 
optimal decoding for T can be carried out by using the trellis of C 
[3, 41. Suboptimal decoding can fully utilise the error-correcting 
capability guaranteed by Afree. Hence, the decoding complexity of 
Tis only slightly higher than that of C. 

New RLL trellis codes: We now use the coding scheme described 
in the preceding Section to construct RLL codes with good error- 
correcting capabilities. It is difficult to find a general rule for 
choosing R and w that can yield a trellis code T with the largest 
free distance for a given (d, k) constraint and an arbitrary n. We 
now choose R and w by following the partition used in [l]. That 
is, we choose R = a,,=, U R,,=,, where SZ,,,, =  SI = 0, SZ, ..., 
s,)Is2, ..., s, E (0,l)) c C, and Q,,=, = (Nsl=l, sz, ..., s,,Jsz, ..., 
s, E {0, I}} G Co. This gives a distance profile of {A, = 1, Az = 2, 
A3 2 2, ..., A, 2 2). 

Using this distance profile, RLL codes are found which are 
listed in Table 1, where v is the total number of memory bits in 
the encoder of C. Compared with Lee-Wolf codes, the codes in 
Table 1 have a higher error-correcting capability, an identical or 
higher coding rate and a similar or lower decoding complexity. 
For example, consider (d, k )  = (1,7). For n = 6, there is a four- 
state rate 113 Lee-Wolf code with free distance 3, while as can be 
seen in Table 1, there is a four-state rate 1/3 code with free dis- 
tance 5. For n = 12, there is a 64-state rate 1/2 Lee-Wolf code with 
free distance 3, while in Table 1, there is an eight-state rate 1/2 
code with free distance 5. 

Table 1: RLL multilevel trellis codes 

In addition to the free distance, the error coefficient (average 
number of nearest code sequences) N is also a parameter that can 
be used to evaluate the error-correcting capability of a trellis code. 
For each code listed in Table 1, its error coefficient N (based on 
the suboptimal decoding) is not unique and is dependent on the 
specific choice of Q and o. Hence, in Table 1, the error coefficient 
of each code is not listed. Note that the choice of R = Q,,,, U 

Q2,,=1 as described at the beginning of this Section is not unique. 
Consider (d, k )  = (1,7) and n = 6. The associated code in Table 1 
has N = 45/32 if R and w are chosen as in Table IV of [l] and has 
N = 9/16 if we map (s,, sz, s3) = (000), (OOl), (OlO), (Oll), (loo), 
(101), (110) and (l l l) ,  respectively, to o(sl, sz, s3) = (lOOOIO), 
(01 01 00), (001 01 0), (1 001 00), (01 0000), (001 000), (000 100) and 
(101010). For comparison, the associated Lee-Wolf code n = 6 has 
N = 55/64. For a recording channel that only requires a low error- 
correcting capability, the free distance is the dominant factor in 
determining its error performance while the error coefficient N is 
insignificant unless N is very large. Note that N = 55/64, 45/32 and 
9/16 are all small and do not deviate much from 1. Hence, the 
error-correcting capabilities of these RLL trellis codes are domi- 
nated by their free distances. 

The codes in Table 1 can be further improved by choosing 
more appropriate R and w. We use two examples as an illustra- 
tion. 
(i) Example 1: For (d, k )  = (1,7) and II = 6, we map (sI,sz,s3) = 
(000), (OOl), (OlO), (01 1), (loo), (101), (1 10) and (1 1 I), respectively, 

(OlOOOO), (000100) and (100010). The distance profile is (1,2,3). 
Using the generator given in row 1 of Table 1, we have a four- 
state, rate 113 code with free distance of 6 and N = 918. 
(ii) Example 2: For (d,k) = (1,3) and n = 8, we map (sI, sz, s3) = 
(000), (OOl), (OlO), (Oll), (loo), (101), (110) and (l l l) ,  respectively, 

(1 0 1 OOlOO), (0 10 100 lo), (100 100 10) and (0100 10 10). The distance 
profile is (2,2,4). Using the same generator as given in example 1, 
we have a four-state, rate 1/4 code with free distance of 8 and N = 
7/8. 

Clearly, these two examples are better than the counterparts in 
Table 1. As a summary, we conclude that by using the multilevel 
coding technique proposed in [3] with a proper choice of Q and w, 
we can construct RLL trellis codes with improved error-correcting 
capabilities. 

to o(s,, s2, s3) = (101010), (010100), (100100), (oolooo), (101000), 

to 0(SI, sz, s3) = (10100010), (01010100), (10010100), (10001010), 
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