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Abstract—Many mobile handsets manufactured today are equipped with wireless data modules that can provide users with the
alternative to access Internet telephony service for voice communications. Due to the limited coverage area of wireless data service,
however, a call established through VoIP service may need to be transferred transparently to mobile telephony service, and vice versa,
for maintaining voice call continuity. In this paper, we investigate the problem of supporting seamless voice communications across
heterogeneous telephony systems on dual-mode mobile devices such as GSM-Wi-Fi handsets. While related work has investigated
the problem of seamless vertical handoffs across heterogeneous wireless data networks, solutions based on packet-switched
protocols cannot be used in this context since GSM is a circuit-switched telephony system. Rather, to enable seamless voice
communications across heterogeneous telephony systems, we show in this paper that the support of digital signal processing (DSP)
techniques during handoffs is critical. To substantiate our argument, we start with a framework based on the Session Initiation Protocol
(SIP) for supporting vertical handoffs on dual-mode mobile devices. We then identify the key obstacle in achieving seamless voice call
continuity across circuit-switched and packet-switched systems and explain why a “make-before-break” handoff with DSP support is
necessary. We thus propose a solution that incorporates time scaling algorithms to process voice streams during handoffs for
supporting seamless voice call continuity, and we investigate mechanisms to reduce the overheads of the proposed solution. To
evaluate the performance of the proposed solution, we conduct testbed experiments using a GSM-Wi-Fi dual-mode notebook.
Evaluation results show that such a cross-disciplinary solution involving signal processing and networking can effectively support
seamless voice communications across heterogeneous telephony systems.

Index Terms—Heterogeneous wireless networks, multihomed mobile device, VoIP, SIP, WSOLA, PESQ.
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1 INTRODUCTION

VOICE over IP (VoIP) is one of the fastest growing
technologies in the Internet today. Using advanced

voice compression techniques and efficient real-time trans-
port mechanisms, the VoIP technology allows phone calls to
be made over packet-switched networks without relying on
dedicated circuit-switched infrastructure required by con-
ventional telephony systems. Since the VoIP technology
operates over packet-switched networks, it can leverage the
richness of Internet services to create new services combin-
ing data, voice, and other multimedia applications. More
importantly, it can ride on the pervasiveness of Internet
infrastructure to extend the reach of telephony service
wherever Internet is accessible.

As the Internet becomes increasingly wireless, therefore,
so does VoIP. In particular, voice over WLAN (VoWLAN)
has attracted a lot of attention due to the prevalence of the
IEEE 802.11-based WLAN technology (Wi-Fi). Compared
with other wireless access technologies, WLANs can be
deployed rather quickly and offer much higher data rate

with substantially lower cost. Placing VoIP calls from inside
these Wi-Fi hot spots hence enables untethered voice
communications without incurring the cost required by
existing mobile cellular telephony systems such as GSM,
PCS, IS-95, and 3G.1

Despite the potential benefits of the VoWLAN technol-
ogy, the fact that WLANs typically have only spotty
coverage limits the applicability of VoWLAN-enabled
handsets. A VoWLAN call can be placed or received only
when the user is within the reach of WLANs. When moving
outside the coverage of Wi-Fi hot spots, for example, a
mobile user may need to resort to his/her GSM handset for
getting connected. While more and more cities worldwide
have undertaken plans to build large-scale Wi-Fi networks
or even WiMax networks with the goal of enabling citywide
wireless Internet access, the coverage still cannot parallel
that provided by existing cellular telephony systems,
especially in suburban or rural areas. It is conceivable,
therefore, that a traveling VoWLAN user may also need to
bring a GSM handset for assurance of voice communications.

To take advantage of the opportunistic nature of the
VoWLAN service without the need to bring two handsets,
the concept of dual-mode handsets has emerged and come
to the limelight. Many GSM-Wi-Fi, EDGE-Wi-Fi, 3G-Wi-Fi,
and HSDPA-Wi-Fi dual-mode handsets and PDA phones
have made their debut recently [1], [2], [3]. Such dual-mode
handsets by design can be used as either VoWLAN or GSM

IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 8, NO. 1, JANUARY 2009 93

. The authors are with the Graduate Institute of Communication Engineer-
ing and the Department of Electrical Engineering, College of Electrical
Engineering and Computer Science, National Taiwan University,
Room 546, EE-II Building, No. 1, Sec. 4, Roosevelt Rd., Taipei, Taiwan
106, R.O.C. E-mail: hyhsieh@cc.ee.ntu.edu.tw.

Manuscript received 8 Sept. 2006; revised 21 Aug. 2007; accepted 12 May
2008; published online 4 June 2008.
For information on obtaining reprints of this article, please send e-mail to:
tmc@computer.org, and reference IEEECS Log Number TMC-0231-0906.
Digital Object Identifier no. 10.1109/TMC.2008.87.

1. We use GSM as a general term to represent variants of public mobile
cellular telephony systems hereafter.

1536-1233/09/$25.00 � 2009 IEEE Published by the IEEE CS, CASS, ComSoc, IES, & SPS

Authorized licensed use limited to: National Taiwan University. Downloaded on January 22, 2009 at 00:29 from IEEE Xplore.  Restrictions apply.



handsets at different times and places depending on service
availability and user preference. However, a key function-
ality that truly differentiates one dual-mode handset from
two single-mode handsets is the ability to allow seamless
migration of a phone call from one telephony system to another.2

Take the GSM-Wi-Fi dual-mode handset for example. A call
connected through the Wi-Fi mode (VoWLAN call) should
be migrated to the GSM mode (GSM call) when the user
moves beyond the reach of Wi-Fi service. If handoffs can
take place automatically (subject to user preference) without
disrupting ongoing voice communications, the benefits of
dual-mode handsets can be truly exploited.

Related work has investigated the problem of vertical
handoffs across heterogeneous wireless overlay networks
using techniques such as packet buffering and forwarding,
double casting, path rerouting, and packet striping for
achieving fast and seamless handoffs [4], [5], [6], [7]. These
solutions, however, cannot be applied to solve the problem
faced by dual-mode handsets. GSM, like other mobile
cellular and public switched telephone networks, is a circuit-
switched telephony system that establishes the call using
dedicated “circuits” without following the store-and-forward
paradigm in packet-switched data networks. In circuit-
switching networks, each circuit that is dedicated to one call
in progress cannot be used by other callers until the circuit
is released. Therefore, while it is possible to multiplex
packets from different wireless data networks (e.g., through
packet buffering and forwarding at the base station) for
ensuring seamless migration of data connections, it is
nontrivial to multiplex one circuit-switched call with one
packet-switched call using only packet-based techniques.
Moreover, circuit-switched networks have adopted the
“smart network, dumb terminal” paradigm opposite to that
in the Internet. Hence, it is difficult, if not impossible, to
control circuit-switched voice effectively on end devices as
can be done in packet-switched networks (e.g., through the
manipulation of the packet header for rerouting). While it is
possible to leverage infrastructure support for interworking
the two telephony systems and performing conversion
between circuit-switched and packet-switched voice inside
the network [8], [9], [10], such a solution might not always
be desirable for the dual-mode user due to the extra cost and
overhead incurred by directing VoWLAN traffic to the GSM
core network. We discuss in Section 6 the merits and
shortcomings of infrastructure-based approaches.

In this paper, we investigate the problem of supporting
seamless vertical handoffs across heterogeneous telephony
systems on dual-mode mobile devices including GSM-Wi-Fi
dual-mode handsets, PDAs, and other portable devices
equipped with both wireless NICs and modems. The
scenario we consider involves voice communications
between a dual-mode mobile device and a remote VoIP
client. The remote VoIP client can be another dual-mode
mobile device, a wired or wireless softphone, or a VoIP
gateway installed in the enterprise, campus, or residential
building. The goal is to allow the dual-mode device to switch

transparently from Wi-Fi to GSM modes, and vice versa,
during a phone call with the remote peer. We target a
solution that can be implemented on the end devices without
requiring new network entities for handoff operations to be
deployed. While it is not the scope of this paper to argue for
or against infrastructure-based approaches, motivated by
the high mobile handset replacement rate and the fact that
more and more sophisticated functionalities are being added
to the handsets, we believe that future wireless networks can
benefit from more intelligent mobile handsets for services
such as vertical handoffs. In this way, not only can
infrastructure be alleviated of the overheads, but end devices
can control whether the seamless handoff functionality
should be activated depending on user preference and the
peer and the type of communications. Clearly, new func-
tionalities added to dual-mode handsets do not preclude
adoption of infrastructure-based solutions in the future.

Toward this goal, we start by proposing a vertical handoff
framework across heterogeneous telephony systems based
on the Session Initiation Protocol (SIP), the standards
developed by IETF for initiating, modifying, and terminating
multimedia sessions including voice communications [11].
SIP is an end-to-end protocol that works independently of
the type of session that is being established, and it has been
designed to interwork transparently with PSTN (public
switched telephone network) signaling including SS7 ISUP
(ISDN user part) [12]. We first investigate different
approaches based on SIP that have been proposed in
different contexts for supporting mobility, including using
RE-INVITE for midcall mobility [13] and REFER for call
transfer [14]. We then identify the problems of these
approaches when used directly in the target environment
and find that a desirable solution should allow for “make-
before-break” soft handoffs due to the problem of prolonged
call setup time across heterogeneous telephony systems. We
thus propose the framework for vertical handoffs on dual-
mode mobile devices that allows the existing call to be
terminated gracefully after the new call has been established.

While the proposed framework allows for session
continuity during handoffs, we have found that during
the period when the two calls coexist, the voice streams of
the two calls cannot be simply mixed due to latency mismatch
between the paths traversed by the two calls, respectively. As we
discuss in Section 3, the requirement for synchronization
between GSM and VoWLAN calls is different from that in
conventional multiparty conferences [15] for reasons in-
cluding the echo effect and the protocol heterogeneity of the
two calls. To address the problem, we investigate digital
signal processing (DSP) techniques that operate on audio
samples for ensuring seamless mixing of the two voice
streams. The advantage of using DSP techniques is that it
does not matter whether the voice stream comes from
circuit-switched or packet-switched calls. In the proposed
solution, the handoff process first uses a time alignment
algorithm to identify where the two voice streams should be
“glued” and then uses a time scaling algorithm to modify
speech for closing the audio gap between the two voice
streams that results from latency mismatch of the paths.

Compared to an approach that cuts off the old voice
stream and switches immediately to the new one without
any processing, the proposed solution can potentially incur
additional power consumption and processing overheads
since it requires the two voice streams to overlap in time for
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signal processing during the handoff period. To reduce the
overheads of the proposed solution, therefore, the over-
lapping time of the two voice streams and the computa-
tional complexity of the DSP algorithms need to be
maintained as low as possible. We thus investigate along
the design space of the DSP algorithms for reducing the
overlapping time and the computational complexity with-
out significant degradation in the accuracy of the algorithms
and, hence, the quality of speech during handoff. To
evaluate the performance of the proposed solution, we
setup a SIP testbed and use a dual-mode notebook with
GSM and Wi-Fi connectivity for voice communication with
a remote SIP phone. We record the voice stream received on
the dual-mode notebook when it switches from Wi-Fi to
GSM with and without the proposed solution during the
handoff period. A survey with 30 users on the voice quality
of the recorded voice streams shows that the proposed
solution does provide a more pleasing call transfer experi-
ence across heterogeneous telephony systems. While it is
not the scope of this paper to study various optimizations
tailored to existing hardware, evaluation results show that
such a cross-layer solution involving signal processing and
networking sheds a promising direction for further optimi-
zation and research in the future.

The rest of this paper is organized as follows: Section 2
presents background knowledge on SIP support for
mobility and motivates the need for a solution based on
“make-before-break” soft handoffs. Section 3 presents a SIP-
based vertical handoff framework, and Section 4 presents
the DSP techniques to be used in tandem with the
framework to enable seamless handoffs between circuit-
switched and packet-switched voice streams. Section 5
presents testbed results. Finally, Section 6 discusses related
work and concludes the paper.

2 BACKGROUND AND MOTIVATION

In this section, we first present a brief overview of SIP and
then discuss related work on SIP support for mobility.
Finally, we identify the problems with existing solutions in
the target environment and motivate a solution that can
support “make-before-break” soft handoffs.

2.1 Session Initiation Protocol

The SIP is an application layer signaling protocol developed
by IETF for creating, modifying, and terminating sessions
with one or more participants [11]. A session in SIP is a
collection of participants and the media streams (including
audio, video, and text) between them for the purposes of
communication. As a signaling protocol, SIP works in
concert with other existing Internet protocols such as
Session Description Protocol (SDP), Real-time Transport
Protocol (RTP), and Real-time Control Protocol (RTCP) for
control and delivery of multimedia data. While SIP works
independently of the underlying transport protocols and
the type of session that is being established, it has been
designed to support traditional PSTN telephony services
such as call forwarding, call transfer, and three-way
conferencing.

SIP is based on an HTTP-like request/response transac-
tion model, where the SIP end system (user agent or UA)
generating requests is called a user agent client, and the one
responding to requests is called a user agent server. A SIP

transaction consists of a request from the client to invoke a
particular method (function) on the server and at least one
response triggered by the request. SIP is an end-to-end
protocol that does not rely on any infrastructure-based
servers to create, modify, or terminate sessions between end
systems as long as requests and responses can be delivered
to target user agents. To facilitate directory lookup and
location service, however, several SIP servers such as
registration servers, redirect servers, and proxy servers are
often introduced in SIP networks. It has to be noted that
while these servers may help forward or respond to requests
before the session is setup, they are not required once the
end systems learn of the addresses of remote entities. Such
a design along with the fact that the intelligence in a SIP
network is located in end systems allows new services to be
created and deployed by changing only end systems without any
changes in the SIP network. This is very different from the
signaling system in the PSTN where the intelligence lies in
the core of the network and new services cannot be easily
supported without upgrading the entire infrastructure.

To allow phone calls to be made between SIP phones and
conventional PSTN phones, SIP providers have introduced
gateways to interwork the two networks. A gateway works
by acting as a user agent for the SIP network and a terminating
switch for the PSTN. It typically consists of three components
(collocated or distributed): signaling gateway for receiving
signaling on the PSTN side and encapsulating it over IP for
routing (and vice versa), media gateway for terminating a
PCM trunk on the PSTN side and bridging it to packetized
bitstreams through RTP payloads (and vice versa), and
media gateway controller for controlling the media gateway
and converting between the PSTN signaling protocol and the
SIP. In addition to bridging calls between PSTN and SIP
networks, it is possible to use the SIP network as the
backbone network between two PSTN phones. Interested
readers are referred to [12] for technical details on the SIP-T
framework for PSTN-SIP-PSTN interworking.

2.2 SIP Support for Mobility

In a wireless environment, it is possible that the IP address
of the participant might change due to mobility (e.g.,
changes of the point of attachment). To keep the VoIP
session after the participant acquires a new IP address, it is
necessary to “modify” the session to reflect the new peer
relationship and ensure proper multimedia delivery. In SIP,
end systems can send an INVITE request within an
established session (known as RE-INVITE) for modifying
session parameters, including changing addresses or ports,
adding media streams, and deleting media streams. Related
work has proposed mechanisms to allow midcall mobility
(handoffs during a call) by using the RE-INVITE request
during the call for modifying the IP address [13].

While SIP mobility based on the RE-INVITE method can
tackle the problem of address change during an active
session, it cannot be used directly for handoffs between
GSM and Wi-Fi modes on a dual-mode mobile device. The
reason is that RE-INVITE only allows for change of session
parameters between two end systems with an established
session but handoffs from Wi-Fi to GSM modes require
establishment of a new session involving the third user
agent—the PSTN gateway (or SIP-GSM gateway)—for
connecting the GSM mode and bridging circuit-switched
and packet-switched voice streams. The states on the PSTN
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gateway for the call between the GSM mode and the remote
peer need to be established anew; hence, the SIP RE-INVITE
method cannot be used “as-is” to solve the target problem.

If we consider the GSM and Wi-Fi modes on the dual-
mode device as two independent users that might engage
in communications with the remote peer, then handoffs
between the two modes can be considered as call transfer
from one mode to the other. Therefore, another direction
toward solving the target problem is through transfer of the
two calls. The REFER method indicates that the recipient
should contact a third party using the contact information
provided in the request [14]. It has been proposed to extend
the ability of SIP for supporting enhanced telephony
services available in the PSTN, in particular call transfer
and third-party call control services. A basic form of call
transfer involves the transferor, transfer target, and the
transferee. The transferor first provides the transfer target’s
contact to the transferee using the Refer-To header field,
and then terminates the existing session with the transferee
after the latter acknowledges the request. The call between
the transfer target and the transferee is setup afterwards. It
is obvious that the REFER method requires a new session
be setup to which the old session is transferred, and hence,
it does not suffer from the same problem in the RE-INVITE
request, as mentioned before. However, in conventional
unattended transfer, the session between the transferor and
the transferee is terminated before the session between the
transfer target, and the transferee is established. Such a
“break-before-make” transfer can be used only when the
call setup delay between the transfer target and the
transferee is small. We discuss in the following why this
approach cannot achieve the desired voice continuity in the
target environment.

2.3 Motivation for “Make-Before-Break” Handoffs

To understand the problem of “break-before-make” call
transfer, we setup a testbed experiment using a dual-mode
mobile device and a remote SIP phone (details for testbed
setup are presented in Section 5). The dual-mode client can
place GSM and VoWLAN calls with the remote SIP client
using GSM and Wi-Fi modes, respectively. We measure the
characteristics of the paths including call setup time and
end-to-end delay between the GSM and Wi-Fi modes and
the remote SIP client. The call setup time is measured at the
caller (dual-mode client) from the time the call is placed to
the time the voice of the callee is heard. It represents the
delay for the new call to be fully established during handoff.
As we observe in Table 1, for 10 different iterations of
experiments, the average call setup time between the GSM
mode and the remote SIP client is very long (to the order of
10 seconds). Hence, if “break-before-make” call transfer is
used for vertical handoffs from Wi-Fi to GSM modes, the
VoWLAN call is terminated before the GSM call is
established. In this way, the disruption due to temporal
discontinuity in speech would be too long to be unnoticed.

In summary, SIP can be used to setup and release
VoWLAN and GSM calls on dual-mode devices. However,
existing solutions including session modification based on
RE-INVITE and vanilla call transfer based on REFER cannot
be directly used for seamless vertical handoffs on dual-
mode mobile devices. A desirable solution needs to support
“make-before-break” soft handoffs and address the hetero-
geneity of the two telephony systems used by the dual-
mode devices. We present in Sections 3 and 4 the proposed
solution for achieving this goal.

3 DUAL-MODE VERTICAL HANDOFF FRAMEWORK

In this section, we first propose a vertical handoff
framework for dual-mode mobile devices that can ensure
“make-before-break” soft handoffs and then identify the
requirement for DSP support in this framework for
achieving seamless vertical handoffs.

3.1 Vertical Handoff Framework

The goal of the proposed vertical handoff framework is to
ensure “make-before-break” soft handoff while reusing the
SIP UA and GSM phone modules on the dual-mode mobile
device. Fig. 1 shows the proposed changes to the dual-mode

96 IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 8, NO. 1, JANUARY 2009

TABLE 1
GSM Call to the Remote SIP Client

Fig. 1. Dual-mode device functional blocks.
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device for achieving this goal. The VoWLAN UA and the
GSM Phone modules are used by the dual-mode device to
make and receive calls through the Wi-Fi and GSM modes,
respectively. The Handoff Control module controls when
handoffs should be triggered, and it keeps track of the
handoff progress between the dual-mode device and the
remote peer. It also interacts with the VoWLAN UA and
GSM Phone modules to make the latter answer or hang up
the call with the remote peer. The Audio Mixing module, to
be detailed in Section 4, processes voice streams received
from the VoWLAN UA and GSM Phone modules before they
are sent to the system device for audio I/O. If the remote
peer is not a dual-mode device (i.e., any SIP softphone), then
the Handoff Control and Audio Mixing modules are inte-
grated to the SIP UA for interacting with the two VoIP calls
(to/from the Wi-Fi and GSM modes on the dual-mode
device) in the control and user planes, respectively.

Fig. 2 shows the handoff process involved for Wi-Fi-to-
GSM and GSM-to-Wi-Fi vertical handoffs. Assume that the

dual-mode device is initially in communication with the
remote peer using the Wi-Fi mode (e.g., in a VoWLAN call).
During the call session, the Handoff Control module
measures the quality of the WLAN link and decides
whether a handoff to the GSM mode should be performed.
The link quality can be determined based on the received
signal strength measurements or RTCP sender/receiver
reports on packet loss rates, delays, and jitters. It is also
possible to make the handoff decision based on measure-
ments of the speech quality using the chosen objective
metrics [16]. If a handoff to the GSM mode is decided, the
Handoff Control module sends a Handoff Trigger command to
the remote peer to initiate handoff. Handoff Trigger
command includes the call state of the VoWLAN call
(e.g., the call-ID in the SIP message header that uniquely
identifies the call) and the GSM phone number so the
remote peer can identify the dual-mode device and match
the command to the existing call session. Upon receiving
the handoff trigger, the remote peer proceeds to make a call
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to the GSM phone number using handshakes as shown in
Fig. 2 (some PSTN and GSM signaling messages are omitted
due to lack of space).

Once the GSM Phone module on the dual-mode device is
alerted for the incoming call, the Caller ID is exposed to the
Handoff Control module. Based on its internal state, the
Handoff Control module matches the caller to the remote
peer that the Wi-Fi mode is currently in communication
with and then directs the GSM Phone module to answer the
call using the Answer command. After the call between the
remote peer and the GSM mode is established and the
voice stream is flowing, the remote peer sends a Handoff
Complete command back to the dual-mode device. Through
interaction with the Audio Mixing module, the Handoff
Control module decides when the VoWLAN call should be
released. A Hangup command from the Handoff Control
module directs the VoWLAN UA to release the call with the
remote peer. As shown in Fig. 2, handoff from Wi-Fi to
GSM modes is transparent to the user, and the two voice
streams can overlap in time without temporal discontinuity
(note the shaded areas). Section 4 discusses how the two
voice streams are mixed for ensuring seamless handoffs.

The handoff process from GSM to Wi-Fi modes follows
similar flows: The Handoff Control module first decides
whether a handoff to the Wi-Fi mode is necessary via
feedback from the WLAN sniffing module. If it is decided
that a handoff to the Wi-Fi mode is desirable, the Handoff
Control module sends the Handoff Trigger command (via
the Wi-Fi mode) to the remote peer, conveying the SIP URI
of the VoWLAN UA. The remote peer will proceed to make
the VoWLAN call using the SIP INVITE handshakes, as
shown in Fig. 2. The Handoff Control module can match the
caller to the remote peer and answer the call automatically.
After the VoWLAN call is setup, the Handoff Control
module can hang up the GSM call, thus completing GSM-
to-Wi-Fi handoff.

We note that while the protocol handshakes shown in
Fig. 2 require the remote peer to make the new call (e.g., the
GSM call for handoff from Wi-Fi to GSM modes), it is
possible to let the dual-mode device make the new call
instead. For example, in Wi-Fi-to-GSM handoff, after the
Handoff Control module receives the acknowledgment to the
Handoff Trigger command, it may direct the GSM Phone
module to make a call to the remote peer. The remote peer
can be made to answer the GSM call automatically since the
GSM phone number has been conveyed to it in the Handoff
Trigger command. In many GSM billing plans, both the
caller and the callee share the cost of communication, while
in many others, only the caller is billed for the call made.
Therefore, it may matter in some scenarios whether the
remote peer or the dual-mode device makes the new call.
The Handoff Trigger handshake can allow the remote peer
and the dual-mode device to negotiate who should make
the new call if so desired. Further investigation into the
billing issue during vertical handoffs, however, is beyond
the scope of this paper.

3.2 Requirement for DSP Support

The vertical handoff framework presented in Section 3.1
essentially creates a “three-party conference” among the Wi-
Fi mode, GSM mode, and the remote peer. Despite, the two
voice streams from Wi-Fi and GSM modes, respectively,
cannot be simply mixed for playout as in conventional

three-party conferences. For voice conferencing involving
dialogs with various participants, related work has shown
that synchronization errors less than 120 ms are generally
not noticeable [15], [17]. However, since the two voice
streams entering the dual-mode device are replicated
(subject to transmission degradation), the impact of echo
needs to be considered. It is known that the presence of echo
occurs whenever the delay of the replicated signal exceeds 10 ms,
and it becomes apparent to the speaker as reflected voice
when the delay exceeds as little as 16 ms [18].

To understand the delay mismatch between the two
heterogeneous telephony systems on the dual-mode mobile
device, we measure the end-to-end delay for VoWLAN and
GSM calls between the dual-mode device and the remote
SIP client and plot the results in Fig. 3. Different types of
WLANs ranging from local WLANs to wide-area mesh
WLANs have been tested for making the VoWLAN calls. It
is clear that the end-to-end delay for VoWLAN calls varies
depending on the type of WLANs the user is connected to,
but the delay mismatch between VoWLAN and GSM calls is
large enough to create “echo effect” if the two voice streams
are simply mixed together on the dual-mode device.

Therefore, the synchronization of the two voice streams
during “make-before-break” call transfer is important for
achieving seamless handoffs, and the synchronization
requirement for audio mixing during vertical handoff is
much tighter than that in conventional conferencing
applications. Due to the heterogeneity of the two telephony
systems involved, existing approaches that leverage infor-
mation such as RTP time stamp and SSRC for synchroniza-
tion [15] cannot be used. (Note that the GSM audio is not
packetized using conventional RTP packets.) A new
approach that can work independently of the network
protocols and audio codecs used by the two voice streams
thus needs to be designed. We present in the following the
DSP techniques to be used in tandem with the proposed
vertical handoff framework for achieving this goal.

4 DSP FOR SEAMLESS VERTICAL HANDOFFS

In this section, we first present the functional blocks of the
Audio Mixing module for speech processing on the dual-
mode device and an overview of its operations during
handoffs. We then present in details the required signal
processing operations, including time alignment and time
scaling algorithms.
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4.1 Overview of Audio Mixing

The functionality of the Audio Mixing module introduced in
Fig. 1 is to ensure seamless continuation of speech when two
voice streams (from GSM and VoWLAN calls) coexist during
handoffs. In the proposed architecture, only incoming voice
streams (received from the network) are processed by the
Audio Mixing module using the proposed DSP techniques for
output to the earphone. Outgoing voice (received from the
microphone) is not processed by the Audio Mixing module
but sent directly to the VoWLAN UA and GSM Phone
modules for transmissions to the network. Fig. 4 shows the
functional blocks of the Audio Mixing module.

In the normal operation of the Audio Mixing module,
incoming voice streams received from either GSM or
VoWLAN call are passed directly to the audio output
device. After handoff is initiated by the Handoff Control
module (refer to Fig. 2) and the new voice stream enters the
device, the DSP algorithms in the Audio Mixing module are
activated so the new voice stream can be “glued” seamlessly
to the old voice stream. First, since the two incoming voice
streams may experience different end-to-end delays after
they are sent out by the remote peer, the Mismatch Profiling
block uses a time alignment algorithm to decide the time
relationship of the two voice streams. After the correct time
offset �� of the new voice stream (relative to the old one) is
identified, the Gain Control block adjusts the amplitude of the
new voice stream to compensate for the potential gain
mismatch of the audio devices used by the VoWLAN UA and
GSM Phone modules.3

If it is determined that the new voice stream arrives
earlier than the old stream (i.e., the new voice stream
experiences a shorter end-to-end delay), the former is
delayed in the buffer for proper amount of time before
being sent to the audio output device to replace the old
voice stream. On the other hand, if the new voice stream
experiences a longer end-to-end delay than the old stream, a
time scaling algorithm is performed to slow down the
playout speed of the old voice stream. Switching from the
old voice stream to the new one occurs when the latter
catches up with the playout schedule of the former.
Through combined operations of time alignment and time
scaling, switching from the old voice stream to the new one

is free of the echo effect and does not suffer from any
temporal discontinuity. After switching, the Audio Mixing
module notifies the Handoff Control module, which then
proceeds to hang up the old call with the remote peer, as
shown in Fig. 2. In the following, we discuss in details the
time alignment and time scaling algorithms performed by
the Audio Mixing module.

4.2 Time Alignment

Since voice streams received through GSM and VoWLAN
calls may experience different end-to-end delays, an abrupt
switching from the old stream to the new one will introduce
undesirable pop, clip, or repetition in the audio output.
Therefore, it is necessary that proper time shift operation is
applied to the new voice stream before switching. A time
alignment algorithm thus can be used to find the time
relationship (e.g., offset of time reference) of the two voice
streams. In the time alignment algorithm, the correct time
offset can be identified once a segment of the new stream
can be “matched” to the old voice stream using the chosen
metric for similarity measure. Many metrics have been
developed by the DSP community for measuring the
similarity (distance) between two voice streams including
cepstral and spectral distance measures [16]. As a proof of
concept, in this paper, we use a simple time alignment
algorithm based on the cross-correlation of the two voice
streams. In essence, a segment of the new stream is matched
against segments of the old stream of the same size for
finding the time offset that yields the highest cross-
correlation. The new stream is then shifted in time
accordingly before being “glued” to the old voice stream
and sent to the audio output device.

To detail, consider Fig. 5 that shows the old and new
voice streams entering the Audio Mixing module. Let rðnÞ
and sðnÞ be the old and new voice streams, respectively,
and let n be the time index of audio samples. Assume that
the new stream is received at n ¼ T , and hence, sðnÞ ¼ 0
for n < T . The (normalized) cross-correlation Xð�Þ for a
time offset of � between rðnÞ and sðnÞ using segments of
N samples can be expressed as

Xð�Þ ¼

PTþN�1

n¼T
rðnþ �Þ � �rN½ � sðnÞ � �sN½ �ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPTþN�1

n¼T
rðnþ �Þ � �rN½ �2

s ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPTþN�1

n¼T
sðnÞ � �sN½ �2

s ; ð1Þ

HSIEH ET AL.: HANDOFF WITH DSP SUPPORT: ENABLING SEAMLESS VOICE COMMUNICATIONS ACROSS HETEROGENEOUS... 99

Fig. 4. Audio mixing module.

3. We note that while the VoWLAN UA module typically uses the default
system audio device, on many dual-mode handsets, a separate audio device
is used for the GSM Phone module.
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where

�rN ¼
1

N

XTþN�1

n¼T
rðnþ �Þ and �sN ¼

1

N

XTþN�1

n¼T
sðnÞ ð2Þ

are the means of the corresponding segments. Let

�� ¼ arg max
�L���U

Xð�Þ ð3Þ

be the time offset (in the search range �L � � � U) that
attains the maximum cross-correlation. If �� > 0 (i.e., the
new voice stream arrives earlier than the old stream), then
the audio output zðnÞ of the Audio Mixing module can be
expressed as

zðnÞ ¼ rðnÞ; if n < T þ �� þ �;
A � sðn� ��Þ; if n � T þ �� þ �;

�
ð4Þ

where

A ¼
XTþN�1

n¼T
rðnþ ��Þj j

 !� XTþN�1

n¼T
sðnÞj j

 !
ð5Þ

is introduced to compensate for gain mismatch between the
two voice streams so transition from rðnÞ to sðnÞ does not
cause perceptible change in magnitude. The parameter � is
introduced to account for the algorithmic delay (e.g., to wait
for at least N sample time) and computation time. Note that
the computation complexity of the cross-correlation opera-
tion depends on the search range ðLþ UÞ and granularity
(which controls the minimum stepping of candidate time
offset �), as well as the size of the segment ðNÞ. Since the
time difference between the two voice streams is related to
the mismatch in end-to-end delays, information of coarse
end-to-end delay estimates of the two networks (e.g.,
through preset configuration or probing histories) can
also help in reducing the search range and, hence, the
computation complexity.

While we show in Section 5 that the cross-correlation
based time alignment algorithm with proper capping of the
search range can achieve desirable performance in the target
environment, other sophisticated time alignment algorithms
can also be used. For example, in [19], the authors develop a
time alignment algorithm that uses envelope cross-correla-
tion for crude estimate of the time difference followed by a
fine-scale estimate based on the weighted histogram of the
crude delay estimates for individual frames. Matching over
a series of segments (instead of only one segment) through
dynamic programming techniques [20] can also be used to

avoid potential misalignment due to the limited information
carried by one segment.

4.3 Time Scaling

As we have shown in (4), if the new stream is ahead of the
old stream, a simple switching with the help of time
alignment and gain control algorithms can achieve seamless
handoffs. In the case when the new voice stream lags
behind, however, a simple switching will potentially
introduce an audio gap between the two voice streams.
Such an audio gap can be larger than 300 ms, as shown in
Fig. 3. Obviously, one way to hide the audio gap is for the
Audio Mixing module to wait until the silence period of
conversations to switch from the old stream to the new one
(as opposed to switching at T þ �� þ � in (4)). However, it is
not always desirable to wait for the end of the talkspurt
before switching. When such an audio gap is exposed to the
user, it introduces temporal discontinuity impairments to
speech and impacts the perceived quality of speech. It has
been shown in [21] that temporal discontinuity impairments
degrade the speech quality, and the larger the impairment
magnitude (duration of the audio gap) is, the more severe
the quality degradation becomes. Moreover, temporal
discontinuity impairments introduce semantic and/or
syntactic damages to speech, with the damages being more
objectionable and annoying to native listeners than to non-
native listeners (i.e., when the speech is understood by the
listeners) [22].

In this paper, we use an approach based on time-scale
modification of speech to address the problem of potential
temporal discontinuity during handoffs. Time-scale mod-
ification refers to changing the reproduction rate of a signal,
and it includes time-scale extension (slow down the playout
speed), as well as time-scale compression (speedup the
playout speed). Changing the playout speed exploits
human’s insensitivity to minor modulations in the speed of a
speech signal [21]. It has been used in a variety of
applications including fast listening to voice mail messages
and slow playback of the dictation tape. Recently, it has also
been used in packet voice networks for addressing the
problem of packet losses and network congestion [23], [24].

A key challenge with scaling a speech signal in time is
the inherent reverse scaling in the frequency domain that
results mathematically from the duality between the
frequency domain and the time domain representations of
the signal (e.g., pitch being raised due to faster playback
speed). A good time scaling algorithm therefore needs to
ensure that the perceived timing attribute such as speaking
rate is scaled without affecting the perceived frequency
attribute such as pitch. Many DSP algorithms have been
proposed for performing efficient and high-quality time-
scale modification of speech [25], [26], [27]. In this paper, we
adopt the waveform similarity overlap-add (WSOLA)
algorithm [27] for time-scale modification of speech, so the
performance degradation due to temporal discontinuity
during handoff can be mitigated. The WSOLA algorithm
preserves the pitch period and requires only time domain
operations of the speech without any frequency domain
transformation. It has been shown to be computationally
efficient, allowing for real-time processing of speech. In the
following, we briefly discuss the operations of WSOLA and
explain how it can be used for achieving seamless handoffs
in the target scenario.
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Let xðnÞ be the original speech signal, and yðnÞ be the
time-scaled version of xðnÞ. Let �ðnÞ be the time warping
(scaling) function specifying that the sample occurring at n
in xðnÞ should occur at �ðnÞ in yðnÞ. For example, a linear
time scaling operation uses �ðnÞ ¼ �n with � < 1 for
compression and � > 1 for extension of the original signal.
The operation of the WSOLA algorithm is based on
overlap-add synthesis that consists of cutting out segments
of the input signal xðnÞ around analysis instants ��1ðSkÞ
and repositioning them at corresponding synthesis in-
stants Sk before adding them together to form the output
signal yðnÞ. As shown in Fig. 6, if a window function wðnÞ
is used to form analysis segments, then yðnÞ can be
expressed as

yðnÞ ¼
P

k w
2ðn� SkÞx nþ��1ðSkÞ � Sk þ �kð ÞP

k w
2ðn� SkÞ

ð6Þ

¼
X
k

w2ðn� SkÞx nþ��1ðSkÞ � Sk þ �k
� �

; ð7Þ

if
X

k
w2ðn� SkÞ ¼ 1;

where the summation
P

k is taken to include overlapping
segments (refer to Fig. 6) at synthesis instant n. If �k ¼ 0,
then the algorithm simply excises individuals segments
from xðnÞ at ��1ðSkÞ and shifts them to Sk to form yðnÞ.
The problem with this simple approach, however, is that
it can introduce pitch period discontinuities and phase
jumps at segment joins [28]. The WSOLA algorithm
introduces the parameter �k, so the synthetic signal yðnÞ
can maintain maximal local similarity to the original signal
xðnÞ across segment joins. To find the kth synthesis
segment in Fig. 6, for example, WSOLA searches in xðnÞ
over a tolerance region ½��max; �max� around ��1ðSkÞ the
segment that has maximal similarity to the right-shifted
(by Sk � Sk�1) segment of the ðk� 1Þth synthesis segment.
In this way, it is ensured that the new synthesis segment
will form a natural continuation of the previously chosen
segment.

As mentioned in Section 4.2, cross-correlation is a
useful metric that can be used as a similarity measure.
Another simpler similarity measure that does not involve
multiplication is the cross-AMDF (average magnitude
difference function). Let XAðk; �Þ be the cross-AMDF used
in WSOLA for deciding the kth synthesis segment, then

XAðk; �Þ ¼
XW�1

n¼0

��x�nþ��1ðSk�1Þ þ �k�1

þ Sk � Sk�1

�
� x nþ��1ðSkÞ þ �
� ���;

ð8Þ

where W represents the window length. The position of the
kth segment will be chosen to have an offset �k as

�k ¼ arg min
��max����max

XAðk; �Þ: ð9Þ

Typically, the synthesis instants are regularly spaced with
Sk ¼ kS, the window function is a Hann window with
50 percent overlap between successive segments ðW ¼ 2SÞ,
and a linear scaling function with �ðnÞ ¼ �n is used for the
WSOLA algorithm. Then, (7) can further be simplified as

yðnÞ ¼w2 n� ðk� 1ÞSð Þx nþ ðk� 1ÞSð1� �Þ
�

þ �k�1

� 	

þ w2ðn� kSÞx nþ kSð1� �Þ
�

þ �k
� 	

;

for kS � n < ðkþ 1ÞS:

ð10Þ

If we define �0 ¼ 0 and use (9) for deciding �k, k � 1, the
time-scaled signal yðnÞ can be obtained synchronously in a
left-to-right fashion.

To apply the WSOLA time scaling algorithm to the target
problem, the old voice stream rðnÞ is extended in time to fill
the gap �� (refer to (4)) between the two voice streams.
Specifically, let �y > 1 be the predetermined scaling factor
(at which the change in playout speed is not noticeable by
the user). After the new stream arrives at T and the time
alignment algorithm finds the time alignment point, if it is
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determined that �� < 0 (the new stream lags behind), then
the time scaling algorithm (WSOLA) starts to expand rðnÞ
synchronously while keeping the new voice stream in the
buffer (refer to Fig. 4). WSOLA operates on rðnÞ until the
synthetic stream yðnÞ overlaps with sðnÞ in time, after
which the Audio Mixing module switches the audio output
to the new stream. The WSOLA algorithm can be applied
again on sðnÞ after switching to ensure that the transition
from yðnÞ to sðnÞ forms a natural continuation at the
switching point if so desired.

4.4 Discussion

We note that to fill the audio gap completely using the time
scaling algorithm, the required number of audio samples in
rðnÞ is approximately equal to j��j=ð�y � 1Þ. Since a large
scaling factor may result in degradation of perceived speech
quality, there is an upper bound on the value of � to ensure
that the gap is not “closed” at the expense of quality
degradation of the old voice stream. If we assume that the
delay mismatch between the two voice streams is 300 ms
(refer to Fig. 3), and the scaling factor is set to 1.25, then an
audio block of 1.2 seconds is needed to fill the audio gap.
That is, audio switching cannot be performed until
1.2 seconds after the new stream arrives. While such an
additional delay is not significant compared to the call
setup time of the GSM audio (refer to Table 1), it might still
be desirable to reduce such a delay. A smaller delay, for
example, can also reduce the overlapping time of the two
voice streams, and hence reducing the extra power
consumption for performing “make-before-break” handoff.
One possibility is to extend the voice stream before the new
stream arrives (recall that the call setup time of the new
GSM stream is on the order of 10 seconds). This approach,
however, requires the support from the network layer for a
raw estimate of the end-to-end delay of the VoWLAN call.
In the following, we propose two directions exploiting the
linguistic property of speech and human’s perception of
speech for reducing the delay:

1. It is not necessary that the audio gap is filled up
completely. In fact, as shown in [21], the degradation
of speech quality due to temporal discontinuity
impairments is proportional to the magnitude of the
impairment, and the dispersion of the temporal
discontinuity is preferable to the clustering of these
impairments. Therefore, it is possible that the time
scaling algorithm introduces short sparse audio gaps
in the synthetic signal to reduce the required length
of the input signal. For example, if an audio gap of
5 ms is introduced for every 50 ms of speech, then
for a scaling factor of 1.25, only 0.8 second of audio
block is needed.

2. While we have used a linear time warping function
for time scaling, it is possible to employ nonuniform
time scaling techniques to allow for a larger
extension ratio without significantly impacting the
speech quality. The concept behind nonuniform time
scaling of speech is that different speech sounds
exhibit different resilience to time scale modification.
In [29], the authors classify input speech segments
into five classes including pause, plosive-like, vowel-
like, consonant-like, and phone transition. Each class
is assigned a different scaling factor by taking into
consideration the acoustic property of each class. For

example, in speech extension, vowels will be
stretched more than consonants, and pauses are
stretched most. In speech compression, on the other
hand, consonants are speeded-up more than vowels,
and pauses are speeded-up most. By mimicking the
speedup or slowdown strategy of the human speak-
er, it is possible to have a larger scaling ratio without
suffering from the quality degradation that may
incur in linear (uniform) scaling.

Further optimization of the algorithm, however, is
beyond the scope of this paper. Nonetheless, we have
substantiated our argument that employing DSP techniques in
tandem with acoustic and linguistic knowledge of speech during
vertical handoffs is a promising direction of research for
achieving seamless voice communications across hetero-
geneous telephony systems.

5 PERFORMANCE EVALUATION

In this section, we present results to show the performance
of the proposed solution. We first describe the testbed
setup and evaluation metrics and then discuss the selection
of related parameters for reducing the computation
complexity of the DSP algorithms. Finally, we incorporate
the DSP algorithms in the proposed vertical handoff
framework and present the evaluation results using
testbed experiments.

5.1 Testbed Setup

We use a laptop computer with two wireless interfaces as
a dual-mode mobile device. The laptop is equipped with a
1.5-GHz CPU, and runs an open source SIP user agent [30]
under the Windows XP operating system. The built-in
802.11 b/g wireless access on the laptop is used as the Wi-Fi
mode, while an external GSM PCMCIA card is used as the
GSM mode. Note that on the laptop in addition to the built-
in audio jacks (connected to the internal audio device), the
GSM card has another pair of audio jacks for connecting to
an external headset (including the earphone and the
microphone). To allow the user of the dual-mode laptop to
use one only pair of headset (connected to the jacks of the
internal audio device) for communicating with the remote
SIP phone user, we plug-in a USB audio card on the laptop
and connect the audio jacks of the GSM card and the USB
audio card, as shown in Fig. 7. The audio I/O of the external
USB card (from/to the GSM card) is bridged to the internal
audio card using the Windows waveform audio API. In this
way, the voice received from the GSM call can pass through
the Audio Mixing module (refer to Fig. 1), and the voice
uttered to the headset can also be received by the GSM Phone
module to be transmitted to the remote peer. While the setup
may seem involved, we note that existing dual-mode
handsets with built-in GSM and Wi-Fi modules already
have similar hardware design to connect the audio paths
from different devices to the common audio I/O. Hence,
such external cabling will not be necessary on mobile devices
with built-in support for dual-mode communication.

As shown in Fig. 8, the SIP infrastructure in our testbed
setup consists of a SER SIP proxy server and a Cisco SIP-
PSTN gateway. The dual-mode notebook initially has access
to campus Wi-Fi networks, which it uses to setup the
connection with a remote SIP phone (connected to wired
networks). A vertical handoff to the nationwide GSM
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service is initiated when the dual-mode notebook moves
outside the coverage of the campus wireless network. The
goal of the performance evaluation in this section is to
observe the performance when the call is migrated from the
Wi-Fi mode to the GSM mode with and without the
proposed DSP algorithms.

5.2 Evaluation Metrics

We evaluate the performance of the proposed solution in
two parts: first, we evaluate the selection of related
parameters such that the DSP algorithm achieves the
desired performance while incurring low computation
complexity; second, we use the chosen parameters for time
scaling operations and evaluate the proposed solution for
vertical handoffs on the dual-mode device. The first part is
evaluated with the help of the perceptual evaluation of
speech quality (PESQ) metric for an automated and
objective evaluation of parameter selection, and the second
part is evaluated using the subjective mean opinion score
(MOS) metric for getting true user experience on the overall
solution. While MOS is a well-known metric for evaluation
of speech quality, PESQ is a relatively new one. In the
following, we briefly discuss the PESQ model and how it
evaluates the speech quality.

PESQ is an objective method for end-to-end speech
quality assessment as recommended by ITU [31]. Unlike its
predecessors, PESQ takes into account of filtering, variable
delay, coding distortions, and channel errors that may occur
in a communication system. As shown in Fig. 9, the PESQ
model compares an original signal xðnÞ with a degraded
signal yðnÞ using perceptual and cognitive models. First, the
input signal is transformed into internal representation
resembling the psychophysical representation of audio
signals in the human auditory system (e.g., frequency
warped to pitch scale and intensity warped to loudness
scale). Several stages of processing such as time alignment,
level alignment, time-frequency mapping, frequency warp-
ing, and compressive loudness scaling are included in the
perceptual model. The time alignment algorithm, similar in
concept to that presented in Section 4.2, computes a series of
delays between original and degraded signals, one for each
time interval for which the delay is significantly different
from the previous time interval. Thus, it can handle the case
with variable delays (piecewise constant delay) during
silences and during active speech parts [19]. Afterwards,
the PESQ model compensates for minor impairments that
may have little perceptual significance such as local gain
variations and linear filtering distortions. More severe
effects are only partially compensated so that a residual
effect remains and contributes to the overall perceptual
disturbance. The PESQ model calculates and weighs
disturbances caused by different components separately
before they are combined by the cognitive model to give an
objective listening quality score. The final PESQ score is
obtained by mapping the objective score to the subjective
score (using a large set of subjective experiments) through
regression. The range of the PESQ score is from �0.5 (worst)
to 4.5 (best). Benchmark results including tests for transmis-
sion channel errors, effect of varying delay in listening, and
time warping of audio signal have shown a high correlation
(0.935) between PESQ and subjective scores for both known
and unknown data [31].

We note that compared to the R Factor (Transmission
Rating Factor) derived from the ITU E-Model [32], PESQ
does not rely on the calculation of various transmission
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parameters such as end-to-end delay, packet losses, and
codec types and their transformations to impairment factors
for predicting the quality of the call [33]. For handoffs
across heterogeneous telephony systems, since the GSM
voice is not packetized as the VoWLAN voice, PESQ
manifests itself as a better candidate than the R Factor for
evaluation of speech quality.

5.3 Evaluation Results

In this section, we investigate the computation complexity
(execution time) of the WSOLA algorithm and discuss how
such complexity can be effectively reduced through appro-
priate selection of parameters. We then present the
performance of the proposed solution based on the chosen
parameters during testbed experiments.

5.3.1 Parameters Selection

While the ability of WSOLA to produce high-quality time-
scale modified speech has been shown in related work
[27], to be used feasibly as part of the handoff operation,
its computation complexity is an important factor. We
proceed by conducting experiments as follows: first, we
extend a segment of speech xðnÞ by a ratio of � to get
x0ðnÞ, and then compress the extended speech x0ðnÞ by a
ratio of 1=� to get yðnÞ. The output speech yðnÞ thus has
the same duration (and timing attribute) as the original
speech xðnÞ, but it can be considered as a degraded speech
due to the operations of WSOLA using the control
parameter. The impact of varying the control parameter
on the performance of the WSOLA algorithm thus can be
profiled by the change in the PESQ score of yðnÞ against
xðnÞ. Related work has shown that such a methodology
can perform well in evaluating different time-scale
modification algorithms [34].

To reduce the computation complexity of the WSOLA
algorithm, we fist vary the length of the Hann window W
and investigate its impact on speech quality. The computa-
tion complexity is measured as the execution time of the
algorithm normalized to the duration of speech, and hence,
a value of 1 or less is required for the algorithm to run in
real time. We use � ¼ 1:25 and vary the window length
from 10 ms to 200 ms and plot the results in Fig. 10a. It can
be shown from the figure that as the window length
decreases from 200 ms to 10 ms, the execution time also
decreases from 1.55 to 0.1 real time. A small window length

is thus needed to reduce the computation complexity. Note
that in the WSOLA algorithm, the synthesis instants are
spaced by W=2, and hence, the larger the window length,
the coarser the spacing of the synthesis instants. It can be
observed from the figure that reducing the window length
has the effect of improving the speech quality until
W ¼ 40 ms. If the window length decreases below 40 ms,
then the quality starts to decrease sharply. This is because if
the window length is too small, the analysis segment does
not contain sufficient information to reliably perform the
similarity matching operation in WSOLA. Tests with
different speech contents and speakers (including male
and female speakers) show similar results as indicated in
Fig. 10b. It can be observed that there exists a lower bound
of the window length above which the computation
complexity of WSOLA can be significantly reduced without
degrading the speech quality. As Fig. 10b shows, the
average peak value stays at around 40 ms for the tests
conducted.

To further reduce the computation overheads, it is
therefore not desirable to keep decreasing the window
length. Alternatively, note that at each synthesis instant
WSOLA searches within a range (tolerance region)
½��max; �max� for finding the “most similar” analysis
segment. For a given window length, the computation
complexity thus can be reduced through control of the
search range (i.e., �max). We start with a window length of
40 ms and vary the search range from 1/3 to 1/30 of the
frame length (i.e., the “delta divisor” varies from 3 to 30).
Fig. 11a shows the impact of varying the search range,
with results averaged over three different speakers, as in
Fig. 10b. It can be observed from the figure that reducing
the search range does decrease the computation complex-
ity: the normalized execution time decreases from 0.66 to
0.07 real time when the divisor varies from 3 to 30. The
computation reduction is, however, at the expense of
degradation in the speech quality (from 3.7 to 3.1). The
degradation of speech quality obviously is due to the
possibility of finding a “less similar” waveform at each
synthesis instant when the search range decreases. Note
that in the WSOLA algorithm, we can obtain the “wave-
form similarity” measure (e.g., the inverse of cross-AMDF)
at each synthesis instant and plot the average value of the
similarity measure for the entire speech for each delta
divisor value. As shown in Fig. 11a, waveform similarity
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(with proper normalization to the PESQ scale for clarity)
drops as the delta divisor increases. This observation
substantiates the argument that decreasing the search
range does impact waveform similarity in a nonincreasing
fashion. Moreover, it can be observed that in the WSOLA
algorithm, waveform similarity has a good correlation to
overall speech quality.

In addition to controlling the search range, another way
to reduce the computation complexity of the WSOLA
algorithm is to control the search granularity. That is, for a
given search range, the search for best match does not
need to be performed on a sample-by-sample basis but on
a coarser granularity. To investigate the impact of
increasing the search granularity, we use a 40 ms window
length and fix the delta divisor at 6. Fig. 11b shows the
impact of varying the search granularity (step size). The
control of search granularity has a similar effect to the
control of search range. When the step size increases from
1 to 10, for example, the execution time decreases from
0.34 to 0.04 real time, while the speech quality decreases
from 3.8 to 3.5. Note that a 1/10 times decrease in the
search range has a similar impact on computation
complexity to a 10 times increase in the search granularity.
The degradation in speech quality by controlling the
search granularity, however, is slightly less than that by
controlling the search range.

To compare the effectiveness of decreasing the window
length, decreasing the search range, and increasing the
search granularity in reducing the computation complexity,
we plot the quality-complexity trade-offs in Fig. 12a. We
use the data for obtaining the PESQ curves in Figs. 10b, 11a,
and 11b, but plot the curves against the normalized
execution time (as opposed to the control parameters).
The execution time is normalized to the case when the
window length is 40 ms, delta divisor is 6, and step size is 1.
It can be observed from the figure that, compared to the
baseline case increasing the step size is most effective in
reducing the computation complexity while incurring
minimal degradation of speech quality. Fig. 12b compares
the speech quality and execution time for several different
parameter sets. It is obvious that to reduce the computation
complexity, related WSOLA parameters need to be prop-
erly chosen to avoid significant impact on speech quality. In
the following, we use a window length of 40 ms, a delta
divisor of 6, and a step size of 5 for employing the WSOLA
algorithm during handoff. We note that the resultant
configuration, as shown in Fig. 12b, requires only 0.07 times
of speech duration to perform time-scale modification of
speech. While the experiments have been performed on a
1.5-GHz notebook, existing dual-mode handsets have been
equipped with CPUs of several hundred MHz. Therefore, it
is feasible to run the proposed solution for handoff in
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Fig. 10. Impact of window length. (a) Quality versus complexity. (b) Different speakers.

Fig. 11. Impact of search range and granularity. (a) Search range (delta divisor). (b) Search granularity (step size).
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tandem with the signal processing algorithms on modern
dual-mode handsets.

5.3.2 Seamless Handoffs

We have investigated in Section 5.3.1 the impact of various
parameters in the computation complexity of the algorithm.
In this section, we show how the algorithm performs with
the chosen parameters in achieving seamless vertical
handoffs on dual-mode mobile devices.

As mentioned in Section 5.1, we consider a scenario
when the dual-mode notebook was initially in a VoWLAN
call with the remote SIP phone, and then the call is migrated
from the Wi-Fi mode to the GSM mode. We evaluate the
speech quality on the dual-mode notebook with and
without the proposed DSP algorithms. Note that in the
target environment, the delay mismatch between the
VoWLAN call (through the campus Wi-Fi network), and
the GSM call (through the national GSM network) is about
300 ms. If no DSP algorithm is used to mitigate the audio
gap, then the gap is exposed to the user during the handoff
as shown in Fig. 13a. If the proposed algorithm is used to
extend the VoWLAN voice stream, on the other hand, the
gap between the two audio streams can be reduced
effectively, as shown in Fig. 13a.

To evaluate the real impact of the proposed solution on
user experience during handoffs, we conduct an experiment

with 30 listeners. Each listener is presented with the
aforementioned two voice streams, one with an audio gap
of 300 ms, and the other with the gap compensated by the
proposed solution. The listener is asked to compare the
quality of the two voice streams and then give a score from
1 to 5 for the two voice streams. Fig. 13b thus shows the
results of the tests. It can be observed that while the
proposed solution in essence introduces artifacts (time-scale
modification) to the original speech, the impact on user
experience is not significant—not noticeable even to some
listeners. Users would prefer a voice communication that is
continuous (possibly prosodic with natural speed varia-
tion), rather than one with unpleasing temporal disconti-
nuity. Therefore, we conclude that the proposed solution
does provide a more pleasing experience during vertical
handoffs.

6 RELATED WORK AND CONCLUSIONS

In this section, we discuss and compare related work for
handoff support on dual-mode mobile devices, and then
conclude the paper.

6.1 Related Work

While network heterogeneity has attracted a lot of attention
recently, the problem considered in this paper is quite
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Fig. 12. WSOLA parameter optimization. (a) Effectiveness of quality-complexity trade-offs. (b) Overall comparison.

Fig. 13. Seamless call transfer. (a) Waveform inspection. (b) Mean opinion score.
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different from that in related work due to the nature of the
telephony systems involved. Related work on seamless
handoffs between heterogeneous wireless networks has
focused on data access using IP as the underlying platform
[4], [5], [6], [7], [10]. This paper, on the other hand, considers
voice communications across circuit-switched (GSM) and packet-
switched (WLAN) networks. Note that GSM uses a very
different protocol stack from the WLAN in terms of both
signaling and data transport. For example, GSM circuit-
switched voice, after proper digitalization, coding, and
interleaving, is fitted into the TDMA frames for transmis-
sions, while WLAN packet-switched voice undergoes an
entirely different protocol stack including codec selection,
RTP packetization, UDP multiplexing, IP switching, and
802.11 MAC framing. Hence, conventional approaches that
rely on all-IP solutions (e.g., Mobile IP or TCP based
approaches) cannot be used in this context. While it is
possible to support voice communications through GPRS
packet data access (VoIP over GPRS), it is not practical due
to the apparent lack of competitiveness in cost and quality
compared to the GSM circuit-switched voice service.

As we mentioned in Section 1, several dual-mode
handsets are released to support handoffs between the
two modes without user intervention. However, they have
been designed for use with customized support from the
GSM or WLAN infrastructure. For example, Motorola’s
CN620 dual-mode handsets rely on the MAP architecture
developed jointly by Motorola, Avaya, and Proxim to
provide seamless handoffs in target environments [35].
Azaire Networks Inc. develops an “IP Converged Network
Platform (IP-CNP)” using a 3GPP-WLAN convergence
gateway and teams up with several telecom service
providers for deployment. VeriSign’s “Wireless IP Connect
Service” and Calypso Wireless’ ASNAP solution are yet
another two examples.4 Apparently, these proprietary
solutions are tailored to specific dual-mode handsets and
service providers. Hence, such dual-mode handsets cannot
be used in systems operated by different service and
equipment providers. The interoperability of different
incompatible systems will eventually become an issue
hurdling the popularity of such dual-mode handsets.

Recently, an open standard called Unlicensed Mobile
Access (UMA) has been developed by the UMA Con-
sortium. It is later adopted by the 3rd Generation Partner-
ship Project (3GPP) as the specification for Generic Access
(GA) to the A/Gb interfaces in the public land mobile network
(PLMN such as GSM core network) [8]. The goal is to
extend GSM mobile service over an IP network (called
Generic Access Network or GAN), so mobile stations can
obtain services from the GSM core network through IP
access rather than through the traditional GERAN (GSM/
EDGE Radio Access Network) radio interface. In the GAN
architecture, a new network element called GAN controller
(GANC) is introduced. To bridge circuit-switched service in
the PLMN and packet-switched data in the GAN, GANC
performs functionalities, including reframing from RTP
packets to circuit-switched frames, transcoding voice to/
from the MS to PCM voice from/to the MSC, and establish-
ment, administration and release of control/user plane

bearers between the MS and the core network. In addition
to changes in the infrastructure, the MS also needs to be
upgraded to perform resource control functionalities in-
cluding discovery, registration, and keep alive with the
GANC, as well as circuit-switched functionalities, including
setup of bearer for CS traffic between the MS and GANC,
and handoff support between the GERAN and GAN.
Several cellular telephony service providers and handset
manufacturers have announced their plans to support the
GAN architecture.

The advantage of the GAN architecture is that it
integrates heterogeneous wireless data networks into the
PLMN for providing a unified access to the mobile device,
and it is possible to use legacy devices such as POTS
phones for communications with the dual-mode device.
However, there is still motivation for dual-mode users to
consider solutions orthogonal to GAN. For one, since all
traffic from the WLAN traverses through the GSM system,
the dual-mode user will be charged for using service
provided by the GSM core network (note that the packet-
switched voice from MS is terminated at the GANC) when
placing VoWLAN calls with the purpose to save the cost
incurred in using the GSM phone service. Also, WLAN traffic
has to flow through the GSM core network, incurring
additional latency and introducing bottleneck to voice
communications between the dual-mode user and the
remote peer. The problem will be more serious if GANC’s
are deployed without sufficient density. Finally, with the
emergence of new wireless data technology such as
WiMax (IEEE 802.16), it is possible that there will be
GSM-WiMax or 3G-WiMax handsets in the future. It
remains to be seen whether infrastructure-based ap-
proaches such as GAN can be easily adapted to support
new wireless systems. Still, as we mentioned in Section 1,
new functionalities added to dual-mode handsets, as
proposed in this paper, do not preclude the adoption of
infrastructure-based solutions such as GAN in the future.

6.2 Conclusions

In this paper, we investigate the problem of supporting
seamless voice communications across heterogeneous tele-
phony systems. Instead of relying on infrastructure-based
interworking solutions, however, we consider a solution
that can be deployed solely on the end devices. Specifically,
we focus on VoIP service based on the SIP, and we explain
why existing solutions cannot be used. We identify the key
challenges of such an end-to-end solution as the require-
ment to address latency mismatches between circuit-
switched and packet-switched voice calls. Toward this
goal, we employ digital speech processing techniques to
process the voice streams of the GSM and VoWLAN calls
for achieving seamless call transfers. We conduct testbed
experiments using a GSM-Wi-Fi dual-mode notebook and
investigate the voice quality when the call is migrated from
Wi-Fi to GSM modes. Evaluation results show that such a
cross-layer optimization between networking and DSP
techniques can effectively address the limitations of
existing solutions and achieve the desired performance.
Our ongoing work includes porting of the proposed
vertical handoff framework and the DSP algorithms to
off-the-shelf dual-mode handsets for further investigation
into the performance benefits.
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4. Detailed information on individual products and solutions from
Azaire Networks (http://www.azairenet.com), VeriSign (http://www.
verisign.com/), and Calypso Wireless (http://www.calypsowireless.com)
is available online.
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