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Monitoring and Assessment of Control Performance for Single Loop
Systems

Hsiao-Ping Huang* and Jyh-Cheng Jeng

Department of Chemical Engineering National Taiwan University Taipei 10617, Taiwan, Republic of China

The single loop control system with controller of general structure or with PI/PID structure is
studied. The control task of the system is to track step set-point changes or reject the intermittent
step output disturbances. Performance of a simple feedback system is assessed with its IAE
value (J) and its rise time (tr) observed from the response of the system to a step set-point change.
Assume that the dynamics of open loop processes can be represented by models of first order or
second order plus dead time (i.e., FOPDT or SOPDT). On the basis of these models, the optimal
IAEs and the associated rise times are computed. The performance of a system is assessed by
comparing its current IAE to the optimal IAEs. An index is thus defined for this quantitative
assessment. To be free of a process model for assessment, envelopes of optimal IAE and the rise
time are prepared. A method to estimate the step response for set-point tracking by making use
of the response of the system to dither inputs is presented. By introduction of dither inputs
intermittently to the system, the performance of the single loop can be monitored on-line.

1. Introduction

Assessment and monitoring of control systems have
been an active area of research for the past decade.1-7

Many works considered the minimum variance at the
output as the control objective, and performance of the
system is assessed by computing the ratio of this
minimum variance to that of the actual ouput. However,
to design for minimum variance control (MVC), ap-
propriate models to characterize the inputs such as set-
point and the disturbance are required.8 Unfortunately,
detailed models of both process and disturbance are
rarely available, and thus the resulting MVC systems
may be extremely sensitive to model mismatch. For this
reason and due to some other practical issues, control-
lers in chemical plants are almost never implemented
with MVC objectives. In stead, they are implemented
to minimize some integral indices (e.g., IAE, ISE, etc.)
or to achieve some dynamic properties in time domain
or frequency domain (e.g., rise time, overshoot, settling
time, or bandwidth, etc.). A paper from Åström9 studied
the dynamic properties just mentioned for simple feed-
back systems. Although the paper developed techniques
for qualitative and quantitative methods for assessing
the performance, the methods presented achievable
performance with order-of-magnitude estimates. Fur-
thermore, the controller considered is designed by the
Ziegler-Nichols method. In addition to that, some
aspects of monitoring the performance of control loop
were also addressed by Eriksson and Isaksson.10 In their
paper, alternative indices are suggested to cope with the
possible difficulty encountered when deterministic in-
put, such as step, changes. Lately, Swanda and Seborg11

used settling time in a step response to set-point
changes for assessment. Other evaluations on dynamic
performances have also been reported in the litera-
ture.12-18 However, as far as the methods have been
reported, the common deficiency is the lack of address
on the limiting performance in terms of penalty on

errors (such as IAE, ISE, etc.) that is achievable within
the framework of simple feedback loop, where control-
lers of conventional form are used. Without knowing the
limiting achievable performance, there would be no
indication of the potential improvement that can be
obtained from redesigning the controller. Neither would
one have indications of the present status of the system
or the need for modifications to an advanced control
structure.

It is our purpose to consider the assessment of control
systems that have conventional controllers instead of
the MVC. By the term conventional controllers, it is
meant that the controllers are in the form of rational
functions of Laplace transformed variable, s, and is
physically realizable. As has been mentioned in the
paper of Eriksson and Isaksson,10 it is difficult to assess
the performance of a control loop without specifying the
control task. There may be different criteria to define
the task for control application. One of the common
process control applications is to design a system for
tracking step set-point changes and rejecting intermit-
tent step output disturbances. In this paper, the single
loop system for this objective is considered. The reason
for considering this control task is that the system thus
obtained has satisfactory performances in both set-point
tracking and disturbance rejections without excessive
oscillations, although not being optimal for load inputs.
The system has acceptable gain and phase margins. A
simple feedback system for this control objective may
consist of a general controller or of a PI/PID controller.
The open-loop process in this simple loop is assumed to
be representable with models of simple dynamics such
as first order or second order plus dead time (i.e.,
FOPDT or SOPDT). Achievable optimal IAE (i.e., J*)
and the corresponding rise time (tr

/) resulting from the
tracking response are thus studied. The optimal per-
formances of the simple feedback systems are repre-
sented with trajectories of J* and tr

/. The performances
of systems that consists of controllers with general or
with PI/PID structure are thus assessed. By making use
of the trajectories of J* and tr

/, on-line monitoring of
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the performance of a simple feedback system is thus
illustrated.

2. Limiting Achievable Minimal IAE- with
General Controllers

Assessment for control systems has been focused on
regulation problems subjected to stochastic inputs. A
minimum output variance is considered as the limiting
performance. The theoretical minimum variance of a
control system can be estimated by prewhiting the
actual output of the system with the knowledge of the
dead time of the open loop process.19 Under this
framework of formulation, MVC becomes a benchmark
for performance assessment.

However, as the minimum variance controller is not
implemented in most process control applications, the
limiting performance based on minimum variance is
really not achievable for most control systems, especially
for those restricted to PID controllers. Consider a simple
feedback system as shown in Figure 1. A controller with
a general structure is considered to be in the form of

where the orders of m and n are not constrained except
m e n. As mentioned, the control task considered here
is to track step set-point changes or to reject step output
disturbances. In the following, the optimal design by
making use of Gc of eq 1 will be studied first. The
optimal design is aimed to minimize an IAE perfor-
mance index, i.e.

Since the controller is not constrained with its m and
n, the minimal value of J (designated as J*) will be
taken as the performance limit that a simple feedback
system can achieve. Then, by considering Gc of PI/PID
structure, the actual achievable Jpid

/ and Jpi
/ will be

investigated.
2.1. Limiting Optimal Simple Loop System. Con-

sider the conventional feedback loop as shown in Figure
1. The open loop process Gp(s) and the controller Gc(s)
have the general forms of the following equation:

Let Gc(s) be the controller of the simple feedback
control system. The product of Gc and Gp is known as
the loop transfer function (abbr. LTF) of the system20

and is designated as GLP(s), that is

Then the system error related to the inputs as the
following

where, v(s) is considered as a generalized input that
enters the system at the same point as that of the set-
point, that is

As the input v is taken as a step input which takes
into account the drift nature of set-point or disturbance
changes, GLP will be of type I.21 Thus, the controller Gc(s)
has one integration mode as shown in eq 1.

For single loop systems where IMC controllers are
used,22 GLP(s) can always be given as

where H(s) is a proper and rational function of s with
H(0) ) 1.

To find the optimal value of J, the following minimi-
zation problem is considered:

This is subject to

The above performance index J depends on the choice
of H(s). Thus, to find the optimal performance, J is
minimized by searching for an optimal GLP(s).

Thus, by solving the minimization problem in eq 10, J*
together with GLP

/ can be obtained.
To solve the problem presented above in a more

general way, let S ) θs, and GLP becomes

where kho ) khoθ and

Minimization of J in eq 10 is equivalent to minimize
the integration of |e(S)| subject to eqs 11 and 12. The
result minimum IAE is designated as Jh* which is
related to J* as

The minimization can be performed by searching for GLP
of eq 11. When it is found, substitution of S with θs will
give the optimal GLP

/ in terms of s.

Figure 1. Simple feedback control system.

Gc(s) )
kc(amsm + am-1s

m-1 + ... + a1s + 1)

s(bnsn + bn-1s
n-1 + ... + b1s + 1)

(1)

J ) ∫0

∞|e(t)| dt (2)

Gp(s) )

kp ∏
i)1

m

(âis + 1)e-θs

∏
j)1

n

(τjs + 1)

(3)

GLP(s) ) Gc(s)Gp(s) (4)

e(s) ) 1
1 + GLP(s)

(R(s) - L(s)) ) 1
1 + GLP(s)

v(s) (5)

v(s) ) R(s) - L(s) (6)

GLP(s) ) H(s)
koe

-θs

s
(7)

J* ) min
Gc

∫0

∞|e(t)| dt (8)

e(s) ) 1
1 + GLP(s)

v(s) (9)

J* ) min
GLP

∫0

∞ |e(t)| dt (10)

GLP(S) ) H(S)
khoe

-S

S
(11)

e(S) ) 1
1 + GLP(S)

v(S) (12)

J* ) Jh*θ (13)
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The GLP has different functional forms that depend
on the designs of the controller in the loop. In general,
the GLP should have more poles than zeros. However,
since low pass filters with very small time constants can
be used to guarantee realizability of the controllers, we
shall consider that GLP may have equal numbers of poles
and zeros. We shall call the numbers of such poles as
the orders of GLP.

Thus, in searching for the best achievable GLP, we
shall focus on the exploring H(s) by sequentially in-
creasing its order. The simplest form for GLP is of first
order, i.e.

According to eq 12, an optimization procedure is pro-
ceeded to find GLP that minimizes the IAE for tracking
the step input of v(s). The result using the Simplex
method is found as follows:

Or, it is

The resulting minimum J* is 1.377θ.
Similarly, we proceed to find the best GLP of second

order, and the result is

for which J* ) 1.314θ.
Then, for third order, we have

and J* ) 1.310θ.
Notice that the last two results of J* are very close,

and the difference is considered insignificant. This
shows that a further increase in the order of GLP over
four will not give a significant reduction of the minimum
IAE value. Thus, the minimum IAE value of the simple
feedback system is taken as 1.31θ, and the correspond-
ing LTF is the one in eq 18.

It is found that the system that comprises of GLP
/

given above has a gain margin equaling 2 and a phase
margin equaling 60 °C. In other words, this system will
have reasonable stability robustness. The general con-
troller to synthesize the GLP

/ is in the form of eq 1. It is
given as

where Gp
- is the invertible part of Gp(s), and F(s) is

composed of low pass filters with arbitrarily small time
constants to make Gc(s) physically realizable.

2.2. Achievable Suboptimal Simple Loop. In
general, chemical processes have dynamics that can be
represented by the reduced forms of eq 3 as follows.

•FOPDT (first-order-plus-dead-time) processes:

•SOPDT (second-order-plus-dead-time) processes:

Consider the processes given above: the resulting
optimal loop transfer function will not be practically
achievable with practical controllers for two reasons.
One is that the controller with high order derivatives
is not practically implementable. The other is that the
controller needs to meet realizability conditions.

If the time unit is properly taken so that the apparent
value of θ is small, the best achievable GLP

/ can be
approximated to a lower order form of the following
equation:

Regarding this ĜLP, the parameters are searched again
in order to have suboptimal IAE values. The suboptimal
IAE values are found to be 1.38θ, which is the same as
the result is eq 15.

To cope with the realizability issue of Gc(s), the actual
achievable ĜLP may have more filters than the one given
above, that is

where 0 e n e 2. The suboptimal results for this
practically achievable ĜLP as well as their parameters
are thus given in Figure 2. Since the value of γj can be
arbitrary small, it is thus found that the best achievable
minimum IAE approaches 1.38θ, and the corresponding
suboptimal loop transfer function is

2.3. Achievable Minimal IAE with General Con-
trollers. The general controller to synthesize GLP

/ has
been given in the form of eq 1. It has been shown that
the practically achievable J* is 1.38θ. However, taking
into account the effect of the filters, the practical value
of the minimal IAE will be greater than that of J*. The
achievable value of J* (i.e., Ĵ*) depends on the order
and the time constants of the filters. They are given in
Figure 2 for n ) 1 and 2.

The other important performance that can be ob-
tained from the time domain response is the rise time.
Since only the type I system is considered, the rise time
is taken as the time the system takes to first reach the
set-point. This rise time is an indication of the speed of
response of the system. The rise times of the suboptimal
simple feedback systems are plotted against Jh* in
Figure 3.

GLP(S) )
kho(1 + RjS)e-S

S
(14)

GLP
/ (S) )

0.76(1 + 0.47S)
S

e-S (15)

GLP
/ (s) )

0.76(1 + 0.47θs)
θs

e-θs (16)

GLP
/ (s) )

0.83(0.18θ2s2 + 0.70θs + 1)e-θs

θs (0.30θs + 1)
(17)

GLP
/ (s) )

0.84(0.25θ3s3 + 0.97θ2s2 + 1.71θs + 1)e-θs

θs (0.41θ2s2 + 1.26θs+1)
(18)

Gc(s) ) GLP
/ (s)Gp

-(s)F(s) (19)

Gp(s) )
kpe

-θs

τs + 1
(20)

Gp(s) )
kpe

-θs

τ2s2 + 2τús + 1
(21)

ĜLP ≈ kho(1 + Rj θs)e-θs

θs(1 + γj θs)
(22)

ĜLP ≈ kho(1 + Rjθs)e-θs

θs(1 + γjθs)n
(23)

ĜLP
/ (S) )

0.76(1 + 0.47S)
S

e-S (24)
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3. Achievable Minimal IAE- with PI/PID
Controllers

Regarding the controller Gc(s) in eq 1, PI/PID control-
lers became a subset. Because the controller structure
is confined, the best achievable system given above no
longer applies. As has been mentioned earlier, the
performance of PI/PID control is closely related to the
types of models that represent the dynamics of the
process. In the following, we shall study the PI/PID
control for the two types of simple processes mentioned.
The PI/PID controller used is given in the following
equations:

3.1. Optimal PI/PID Control Loops. Unlike the
loop transfer function for simple feedback system with
general controllers, the loop transfer functions for PI/
PID control loops are closely related to the dynamics of
the open loop processes. To find the optimal simple PI/
PID loops, the loop transfer functions as well as the

Figure 2. Achievable simple feedback system and IAE performance.

Figure 3. tr
/vs J*/θ of a simple system with general controllers.

PI controller Gc(s) )
kc(τRs + 1)

τRs

PID controller Gc(s) )
kc(τRτDs2 + τRs + 1)

τRs(τfs + 1)

(25)
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resulting minimal values of IAE for each of the two
types of processes aforementioned are studied. Here, the
filter constant τf in PID controller is assumed to be
arbitrarily small and can be neglected. As a result, the
loop transfer function of a simple PI/PID feedback loop
for the FOPDT process will be written as

where kho ) kckpθ/τR, Ah ) τRτD/θ2, Bh ) τR/θ, and τj ) τ/θ.
Similarly, we can write the loop transfer function of

the PID loop for the SOPDT process as follows:

Then, the value of Jh that is subject to a step change
of v is minimized by adjusting the parameters kho, Ah , and
Bh . The optimal values of IAE (designated as Jpi

/ or Jpid
/ )

for PI and PID control loops are thus computed, and
those data are fitted as shown in Tables 1 and 2.

3.2. Achievable Minimal IAE and Rise Time. The
dynamic performances of the achievable systems are
important to the assessment of a current control system
in operation. As the results from the previous section,
these performances depend on the open-loop processes
being controlled. In Tables 1 and 2, the optimal IAE
values are given as Jhpi

/ and Jhpid
/ . These values have to

be multiplied by θ to become their actual values.
That is

For FOPDT processes with PI control, the value Jpi
/

is a function of the ratio of τ to θ. Notice that the value
of Jpi

/ remains approximately constant at 2.1θ when
τj > 5. On the other hand, for τj e 5, 1.7θ e Jpi

/ e 2.1θ.
For those cases where Jpi

/ ≈ 2.1θ, the reset time is
approximately equal to the process time constant. This
fact has also been observed from many well-known
tuning rules.23 In case of FOPDT processes with PID

control, a first-order filter is needed to fulfill the
realizability requirement. As a result, the achievable
Jpid
/ is a function not only of the ratio of τ to θ but also

of the time constant of the low pass filter. If this time
constant is taken very small, the achievable IAE will
approach to a value of 1.38θ. For both PI and PID
control, the rise time of the step response to the set-
point is plotted and as shown in Figure 4.

Similarly, for SOPDT processes with PI/PID control,
the results of optimal IAE are functions of parameters
of open-loop processes. Notice that for PI control loop,
Jhpi
/ is divided into two types by ú. The first type applies

to ú e 2.0 where Jhpi
/ is a function of τj and ú. The second

type applies to ú > 2.0 where Jhpi
/ is only a function of

the ratio of minor time constant to dead time, τj2. The
results for PID control loop are similar to PI one except
these two types being divided at ú ) 1.1. These func-
tional forms of Jhpi

/ and Jhpid
/ are given in Tables 1 and 2.

PI loop GLP(s) )
kckp(τRs + 1)e-θs

τRs(τs + 1)
)

kho(Bh S + 1)e-S

S (τjS + 1)

PID loop GLP(s) )
kckp(τRτDs2 + τRs + 1)e-θs

τRs(τs + 1)
)

kho(AhS2 + Bh S + 1)e-S

S (τjS + 1)

(26)

PI loop GLP(s) )
kckp(τRs + 1)e-θs

τRs(τ2s2 + 2τús + 1)
)

kho(Bh S + 1)e-S

S (τj2S2 + 2τjúS + 1)

PID loop GLP(s) )
kckp(τRτDs2 + τRs + 1)e-θs

τRs(τ2s2 + 2τús + 1)
)

kho(AhS2 + Bh S + 1)e-S

S (τj2S2 + 2τjúS + 1)

(27)

Jpi
/ ) Jhpi

/ θ

Jpid
/ ) Jhpid

/ θ
(28)

Table 1. Optimal PI Control Loop and Jh pi
/

process Gp(S) GLP(S) ) Gc(S)Gp(S)

FOPDT
τj e 5

kpe
-S

τjS + 1

kho(Bh S + 1)

τjS + 1
e-S

S

Jhpi
/ ) 2.1038 - 0.6023e-1.0695τj

FOPDT
τj > 5

kpe
-S

τjS + 1

0.59e-S

S

Jhpi
/ ) 2.1038

SOPDT
ú e 2.0

kpe
-S

τj2S2 + 2τjúS + 1

kho(Bh S + 1)

(τj2S2 + 2τjúS + 1)
e-S

S

Jhpi
/ ) R(ú)τj2 + â(ú)τj + γ(ú)

R(ú) ) 0.7444ú3 - 1.4975ú2 + 1.0202ú - 0.2525
for ú e 0.7

R(ú) ) 0.0064ú - 0.0203 for 0.7 < ú e 2.0
â(ú) ) 1.1193ú-0.9339 for ú e 2.0

γ(ú) ) -18.4675ú2 + 17.9592ú - 2.7222 for ú e 0.5
γ(ú) ) -0.0995ú2 + 0.4893ú + 1.4712

for 0.5 < ú e 2.0

SOPDT
ú > 2.0

kpe
-S

(τj1S + 1)(τj2S + 1)
; τj1 g τj2

kho(Bh S + 1)

(τj1S + 1)(τj2S + 1)
e-S

S

Jhpi
/ ) -0.0173τj2

2 + 1.7749τj2 + 2.3514

Table 2. Optimal PID Control Loop and Jh pid
/

process Gp(S) GLP(S) ) Gc(S)Gp(S)

FOPDT
τj e 3

kpe
-S

τjS + 1

kho(AhS2 + Bh S + 1)

τjS + 1
e-S

S

Jhpid
/ ) 1.38 - 0.1134e-1.5541τj

FOPDT
τj > 3

kpe
-S

τjS + 1

0.76(0.47S + 1) e-S

S

Jhpid
/ ) 1.38

SOPDT
ú e 1.1

kpe
-S

τj2S2 + 2τjúS + 1

kho(AhS2 + Bh S + 1)

(τj2S2 + 2τjúS + 1)
e-S

S

Jhpid
/ ) 2.1038 - λ(ú)e-µ(ú)τj

λ(ú) ) 0.4480ú2 - 1.0095ú + 1.2904
µ(ú) ) 6.1998e-3.8888ú + 0.6708

SOPDT
ú > 1.1

kpe
-S

(τj1S + 1)(τj2S + 1)
; τj1 g τj2

kho(Bh S + 1)

τj2S + 1
e-S

S

Jhpid
/ ) 2.1038 - 0.6728e-1.2024τj2
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Also, the rise times of these optimal systems are plotted
in Figure 5. In fact, to justify which type of controllers
fit better to control a given process, the system dynamics
is not the only concern. However, from dynamic point
of view, one can compare the actual achievable mini-
mum IAE resulting from two designs based on different
dynamic models. Although both FOPDT and SOPDT
models can be used to model the same open-loop
dynamics, the apparent dead time of the former is
usually larger than that of the latter. Thus, by applying
the formula in Tables 1 and 2, two achievable minimal
IAE values can be obtained and compared.

4. Assessment of Performance

The assessment of performance should depend on
what basis the system is compared with. Since the
system with general controller structure has more
freedom in re-allocating the dynamic poles, the optimal
IAE is more stringent than those with PI/PID control-
lers. In the following, the assessment based on these
two classes of controller structures will be addressed.

4.1. Assessment of General Controllers. As has
been presented above, if the controller in the loop is not
restricted to the PI/PID, the achievable J* is found to
be 1.38θ. A similar index to the one used for assessing
the MVC system can be defined for assessment:

If the value of J in a current system deviates from the
limiting J*, the value of Φ will be less than 1. And, the
smaller Φ is, the worse the system performs dynami-
cally.

This index Φ defined above can be useful in justifying
if a simple feedback structure is adequate for a given
process. The portion of the original IAE (i.e., J) that can
be reduced by renewing the controller is a major
concern. This portion in terms of the fraction of the
original IAE is 1 - Φ. On the other hand, if control
configuration is not confined to be a simple feedback
loop, the optimal performance of the IAE value will be
the process dead time (i.e., θ).24 Thus, the best return

from renewing the control configuration will be 0.38θ.
In other words, in terms of fraction of the original IAE,
it is 0.38θ/J.

Using this index Φ, the optimal PI/PID control system
can also be assessed and will be discussed in the
following section.

4.2. Assessment of PI/PID Controllers. PI/PID
control systems have been widely used in industrial
process control. As has been mentioned, the perfor-
mances of these PI/PID control systems are very much
dependent on the dynamics of the open-loop processes.
To understand how well a PI/PID control can perform
by referring to the optimal system with general control-
lers, efficiency factors for the optimal PI/PID control
systems (designated as η*) for FOPDT and SOPDT
processes are computed according to the following
equation:

It is found that for open-loop processes that have
dynamics of second order plus dead time, the efficiency
of the PID control is mostly around 65% only. But for
FOPDT process, the efficiency is very close to 100%.
Thus, compared with the optimal simple feedback
system, the PID controller is not so efficient for SOPDT
processes.

On the other hand, the PID controller has the best
efficiency to control the FOPDT processes. The curves
of Jhpi

/ and Jhpid
/ vs tr

/ as shown in Figures 6 and 7 clearly
feature the performance of PI/PID loops. The status of
the performance of a PI/PID control loop can be under-
stood by locating the point of (Jh, tr) on that figure. If it
is far off the optimal region, the system is more away
from performing well. Besides, the location of the point
indicates the weakness of the system. For example, if
the point falls beneath the optimal region, it means the
tracking error is resulting from the response being too
fast. It seems that the assessment requires the knowl-
edge of open-loop dynamics. However, from Figures 6
and 7, it can be seen that the optimal regions form
pretty narrow bands. As a result, the performance would

Figure 4. Optimal rise time tr
/ of PI/PID control system of FOPDT process.

Φ ) J*

∫0
∞|e(t)| dt

(29)

η* ) 1.38θ
Jpi
/ (or Jpid

/ )
(30)
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not so sensitive to the parameters. As long as the point
(Jh, tr) is located on the bands of the corresponding

controller type, the performance of the system is close
to the optimal.

Figure 5. Optimal rise time tr
/ of PI/PID control system for SOPDT process: (a) Gp, ú e 2.0; Gc, PI; (b) Gp, ú > 2.0; Gc, PI; (c) Gp, ú e 1.1;

Gc, PID; (d) Gp, ú > 1.1; Gc, PID.

Ind. Eng. Chem. Res., Vol. 41, No. 5, 2002 1303



5. Monitoring of Performance

As has been mentioned earlier, the dynamic behaviors
are observed from a step response of the system to the
input v. Having the IAE value and rise time from this
step response the performance of the system can be
assessed as presented previously. The most direct way
to generate a response is to introduce a step change at
the input entrance of v(s). This can be usually done by
introducing a step change to the set-point. However, a
step change to the set-point will force the system to drift
away from it normal operating point. An alternative way
to avoid this drift away is to introduce a sequence of
stationary dither inputs at the entrance of ue as shown
in Figure 1, that is

where uc designates the output from the controller, and
ue designates the external input introduced. From
Figure 1, it is found that the output of the controller,
uc, is given as

which has almost the same functional form as the
output y that track the step set-point change except the
sign.

Thus, if the dither inputs are introduced at the
process input, the negative controller output, -uc, will
be taken as the output signal for analysis. For conven-
ience, we shall use w(t) to designate the signal -uc. To
assess the dynamic performance, the step response to
the input v will be reconstructed from this dither output
signals. By choosing the frequency of change of dither
inputs, a discrete-time model of the following can be
identified:

Notice that the apparent dead time, D, of open loop
process is a priori knowledge required for this perfor-
mance monitoring. It can be estimated using the method
of sampled data25 or using an open loop step test.26

These data of the tests are usually available during the
stage of controller tuning. In fact, from Figure 1, during
the on-line monitoring with dither inputs, the apparent
dead time of Gp can also be estimated from the cross-
correlation between the signals y and u. Let

and

Then we have

Thus, with a rectangular data window of length N, the
parameter vector P can be estimated as

This modeling problem can be solved with least-
squares algorithms (e.g., Ljung27). For on-line monitor-
ing, a rectangular data window of proper length during
the period when dither inputs are introduced can be
used. The step response of the system to a step set-point
change can be computed from the resulting model of eq
32. For example, for k ) l ) 2, the estimated step
response, ŵ(k), is obtained by solving the following
difference equation

with

Figure 6. Trajectory of tr
/ vs J*/θ for optimal PI/PID control system of FOPDT process.

W(t) ) [-w(t - 1) - w(t - 2) ... -
w(t - l)v(t - D)v(t - D - 1) ... v(t - D - k)]T

P ) [a1a2 ... alb0b1b2 ... bk]
T

ŵ(t) ) W(t)TP (33)

P ) Arg min
{P}

{∑
t)0

N

[w(t) - ŵ(t)]2} (34)

ŵ(k) ) -a1ŵ(k - 1) - a2ŵ(k - 2) + b0 + b1 + b2
(35)

ŵ(0) ) ŵ(1) ) ... ) ŵ(D - 1) ) 0; ŵ(D) ) b0;
ŵ(D + 1) ) -a1b0 + b0 + b1

u ) uc + ue

uc(s) ) -
GcGp

1 + GcGp
ue(s) ) -Gcl(s)ue(s) (31)

w(t) )
b0q

-D + b1q
-D-1 + b2q

-D-2 + ... + bkq
-D-k

1 + a1q
-1 + a2q

-2 + ... + alq
-l

v(t)

(32)
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Figure 7. Trajectory of tr
/ vs J*/θ for optimal PI/PID control system of SOPDT process: (a) Gp, ú e 2.0; Gc, PI; (b) Gp, ú > 2.0; Gc, PI;

(c) Gp, ú e 1.1; Gc, PID; (d) Gp, ú > 1.1; Gc, PID.
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Thus, for each data window during which dither inputs
are introduced, a step response can be generated. With
this generated step response, both values of J and tr
can be computed.

Usually, the open loop model of Gp is not identified
during the performance monitoring; the targeting point
in the trajectory of J* and tr

/ is unknown. However, the
optimal regions of these trajectories will be helpful. As
shown in Figure 8, the envelopes for these trajectories
of PI/PID control are plotted, and the equations for these
envelopes are given as follows.

•FOPDT Process:

•SOPDT Process:

If a given system has its operational Jh and tr located
inside the envelope, the performance of the system is
pretty close to the optimal one. Thus, by locating the Jh
and tr data on this figure, the performance of the current
system can be monitored. From the location of the point,
the performance of the system can be assessed.

Figure 8. Optimal regions of tr
/ vs J*/θ for PI and PID control systems: (a) FOPDT process; (b) SOPDT process.

PI control tr
/ ) 1.4706Jh* - 0.1432; 1.57 e Jh* e 2.1

PID control tr
/ ) 1.86; Jh* ) 1.38

(36)

PI control
tr
/ ) 1.1419Jh* + 0.5993; 2.27 e Jh* e 4.0

tr
/ ) 1.2371Jh* + 0.3963; 2.27 e Jh* e 4.0

PID control
tr
/ ) 2.5567Jh*2 - 8.8433Jh* + 10.0973;

1.73 e Jh* e 2.1

(37)

tr
/ ) 1.3774Jh*2 - 4.5280Jh* + 6.2567;

1.73 e Jh* e 2.1
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Illustrative Example. Consider a PID control sys-
tem for a process, Gp, of the following equation:

The system starts with a PID controller of the following
equation:

For on-line monitoring, external dither inputs are
introduced to the output of the controller. The sampling
time is taken as 0.5. From the cross-correlation analysis,
the apparent dead time of the open loop process is found
as two sampling intervals. The dither inputs, ue, and
recorded y, w are given in Figure 9. Then, a rectangular
data window of length 200 is taken, and the discrete-
time model with k ) 2, l ) 3, and D ) 2 is identified.
Both J and tr are also computed from the identified
model. After some time, the set of parameters of Gc is
changed to the second, the third, and the fourth ones
as shown in Table 3. At each of this stage, a sequence
of dither inputs is added intermittently to perform on-
line monitoring. By the scenario mentioned, the com-
puted model parameters for Gcl are listed in Table 4.
Also, the estimated values of J and tr together with their
actual ones are listed in Table 5 which are found to be

very similar. The estimated step responses are shown
in Figure 10, and each point of (Jh, tr) is located in Figure
11. The location of the estimated points indeed can
imply the status of the performance at each stage. Since
the point (Jh, tr) of the fourth setting falls into the optimal
region for PID loop, we can conclude that the current
control system is close to the optimal.

Figure 9. Responses of the system to the external dither inputs for performance monitoring: ue, the dither inputs added; y, the system
output; w, the signal output for analysis.

Gp(s) ) e-s

4s2 + 3.2s + 1

kc ) 3.0, τR ) 3.0, τD ) 1.0

Table 3. Examples of Parameters of PID Controller

kc τR τD

initial setting (1) 3.0 3.0 1.0
second setting (2) 1.8 4.0 1.0
third setting (3) 2.0 3.5 1.2
fourth setting (4) 2.0 3.2 1.5

Table 4. Examples of Computed Model Parameters of Gcl

a1 a2 a3 b0 b1 b2

initial setting (1) -0.9576 -0.0251 0.3972 0.0100 0.3409 0.0691
second setting (2) -0.7125 -0.3493 0.3800 0.0070 0.2175 0.0907
third setting (3) -0.6785 -0.2456 0.3243 0.0095 0.2679 0.1215
fourth setting (4) -0.4857 -0.2623 0.2818 0.0022 0.3357 0.1960

Table 5. Examples of Estimated and Actual Values of
Jh and tr

estimated value actual value

Jh tr Jh tr

initial setting (1) 3.28 2.28 3.16 2.23
second setting (2) 2.43 3.43 2.50 3.44
third setting (3) 2.25 2.84 2.19 2.86
fourth setting (4) 2.01 2.65 2.03 2.60
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6. Conclusions and Remarks

Monitoring and assessment of the performance of a
single loop control system is presented. The control
system is designed for tracking step set-point changes
or rejecting intermittent step output disturbances. The
controller used has a general structure of rational
function or a PI/PID structure. The performance of the
system is thus assessed with its IAE and its rise time
in tracking a step set-point change. Under the assump-
tion that the open-loop process to be controlled can be
modeled with FOPDT or SOPDT models, the optimal
achievable IAE and its associated rise time of different
systems are computed. An index is defined for assessing
the performance quantitatively. It is found that the
optimal IAE of the system with PI/PID controller is a
function of the dynamic model of the process. To be free
of this model for on-line performance monitoring and
assessment, envelopes of the optimal IAEs and the
associated rise times have been constructed for PI/PID
control systems. A method that makes use of the
system’s response to dither inputs to estimate the step
response for set-point tracking is presented. With the
constructed envelopes and the estimated step response,
the performance of the system can be monitored and
assessed. The dither inputs can be added to the system

intermittently so that the performance of this single loop
system can be monitored on-line.

Although the assessment and monitoring of perfor-
mance is presented for simple feedback systems in this
paper, an extension to the case for assessing the
multiloop control system is desirable. In a recent paper
of Huang et al.,28 it has been illustrated that an N × N
multiloop system can be decomposed into N single loops.
With this decomposition, the methodology developed
here can be applied with modifications to take into
account the interactions between the loops. This will be
the next focus of the study in the future.
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