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Abstract

The simulation of boron effects on oxidation-induced stacking fault (OISF) ring is carried out for the Czochralski

silicon growth. The simulation is based on either the reaction/diffusion model [Sinno et al., App. Phys. Lett. 75 (1999)

1544] or the electronic-shift model [Voronkov and Falster, J. Appl. Phys. 87 (2000) 4126], while the global heat transfer

is simulated by using STHAMAS. The calculated critical V=G values with and without boron doping are in good

agreement with the reported values for both models; V is the pulling rate and G the thermal gradient on the ring

position at the interface. Nevertheless, for a reasonable prediction by the reaction/diffusion model, the equilibrium

concentrations of boron/point-defect pairs need to be several orders larger than the predictions by molecular dynamic

simulation. A simplified model without considering the boron dimmers (B2) and their associated pairs gives a good

prediction as well. On the other hand, the electronic-shift model requires only a single parameter to fit the experimental

results. For the electronic-shift model, the ratio of the equilibrium vacancy and self-interstitial concentrations is crucial,

while the ratio of their formation energies is found insignificant, but this is not true for the reaction/diffusion model.
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1. Introduction

The oxidation-induced stacking fault ring
(OISF-ring) is a visible boundary roughly separat-
ing the vacancy-rich (inside) and the self-inter-
stitial-rich regions (outside) during silicon ingot
growth [1,2]. The formation of this boundary was
found controlled by a single parameter, i.e., the
critical V=G value (or x) [3], where V is the pulling
rate and G the thermal gradient on the ring
position at the growth interface. This value is
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about 0.13mm2/minK [3,4]. Above the critical
value, the ring starts to appear and the vacancy
related defects form inside the ring at lower
temperature. By using a finite-element analysis,
Sinno et al. [4] also obtained a x value that is in
good agreement with experiments for different
crystal sizes and hot zones, and a simple equation
was further derived through an asymptotic analy-
sis. The fundamental physics of this is quite
simple. As pointed out by Voronkov [3], the
equilibrium vacancy concentration at the growth
interface is larger than the self-interstitial one,
while the self-interstitials diffuse faster than the
vacancies. Accordingly, the high pulling rate
d.
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favors the formation of vacancy rich region due to
the convective effect. The vacancy-rich region
often causes D-defects due to the cluster formation
of the vacancies and oxide precipitations can be
enhanced through the formation of oxygen-
vacancy pairs (V2O). On the other hand, A and
B defects are related to the cluster formation of
self-interstitials (e.g. [5,6]).
With doping, the point defect dynamics can be

affected. Recently, the experiments [7] have shown
that boron affects the OISF-ring formation, and
the x value increases with the boron concentration.
Based on the diffusion and diffusion-limited
reactions (referred as the reaction/diffusion mod-
el), Sinno et al. [8] performed several calculations
showing that the ring position as a function of
boron concentration can be predicted nicely using
the equilibrium concentrations of boron-intersti-
tial pairs (B2I and BI) as the adjusting parameters.
To have a good agreement with experiments, the
equilibrium concentrations of B2I and BI used in
their calculations were several orders higher than
the values predicted by molecular dynamic simula-
tion based on the tight-binding model [9]. They
claimed that the dissolution of boron-interstitial
pairs to self-interstitials is the cause of the high
critical value in the high boron situation. Never-
theless, the variation of the critical value with the
boron concentration was not discussed in their
report. Based on a different mechanism using an
electronic-shift argument, Voronkov and Falster
[10] also obtained a good agreement with the
experimental data by using a very simplified
model. In their model, they believed that the
equilibrium concentrations of the interstitials
and vacancies are affected by the electronic shift
and the electrical neutrality of the charged defects
and dopants. According to their analysis, the
critical value increases with the acceptor content,
while decreases with the donor concentration. It is
still not yet clear which mechanism is correct for
the defect dynamics. However, the comparison of
both models based on the same thermal condition
and solved in a rigorous manner using the same
physical properties may provide useful informa-
tion for future quantitative analysis. The sensitiv-
ity study of the physical parameters should also be
useful to judge the models’ credibility and to
provide a better understanding of the OISF-ring
dynamics.
In this report, we take the hot zone and the

growth conditions from an existing pulling pro-
cess for 4 and 6-in-diameter ingots. The thermal
profiles are computed by STHAMAS [11,12] and
further compared with the growth experiments.
Based on the thermal analysis, we then per-
form simulation for point-defect dynamics without
and with boron doping and predict the OISF
ring formation. Both reaction/diffusion and elec-
tronic-shift models are considered in the same
point-defect conservation equations. The effects
of physical parameters are further examined. In
the next section, the models and the simulation
are described briefly. Section 3 is devoted to
results and discussion, followed by conclusions
in Section 4.
2. Defect dynamics models and numerical

computation

The simulation is carried out for a Kayex
CG6000 puller for both 4 and 6-in-diameter silicon
growth. The hot-zone configuration is shown in
Fig. 1, where the thermal distribution is included
(6-in). STHAMAS, a design tool developed by
M .uller’s group at Germany, is used for the global
thermal modeling; the 4-in diameter ingot was
grown in the same hot zone. The effect of melt
convection is approximated by using an effective
melt thermal conductivity (110W/mK), while the
effect of argon flow is neglected. The calculated
power consumption (98 kW) and reference tem-
perature (1551K) for 6-in-diameter silicon at
60mm/h (with a crystal body length of 40 cm)
are in good agreement with the measured ones.
The reference temperature was taken from the
inner edge of the side-wall insulation with the same
height of the melt level.
The reaction/diffusion model for the point

defects and the associated pairs with boron is
described by a pseudo-steady mass balance as the
following for the species i [8]:

r � ð�DirCiÞ þ V
qCi

qz
þ
X

j

Rij ¼ 0; ð1Þ
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Fig. 1. The schematic of Kayex CG6000 puller and the thermal

distribution.
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where r ¼ ðq=qrÞer þ ðq=qzÞez for axisymmetry,
Di the diffusivity, Ci the concentration, V the
crystal pulling rate, and Rij the reaction rate with
species j: Six reactions among seven species are
considered:

Iþ V"Si;

Bþ B"B2;

Bþ I"BI;

B2 þ I"B2I;

Bþ V"BV;

BIþ V"B; ð2Þ

where I stands for the self-interstitials, V for
vacancies, B for boron, B2 for boron dimmers, BI
for boron/self-interstitial pairs, B2I for boron-
dimer/self-interstitial pairs, and BV for the boron/
vacancy pairs. The third equation is often called
the kick-out mechanism, while the last equation is
the Frank-Turnbull diffusion process. The above
reactions are proposed by Sinno et al. [8] based on
results of the tight-binding calculations by Luo
et al. [9]. The reaction rate Rij can be represented
as

Rij ¼ cijkij CiCj � C
eq
i C

eq
j

Cij

C
eq
ij

 !
; ð3Þ

where Cij is the stoichiometric coefficient (it is +1
or �1 for the species on the left- or right-hand side
of the reactions) and

kij ¼
4par

OCs
ðDi þ DjÞ exp

�DGij

kBT

� �

is the reaction constant based on diffusion-limited
reactions [13]; ar is the capture radius, O ¼ 1=8a3;
a the lattice constant of silicon, Cs the atomic
density, DGij the reaction energy barrier, kB the
Boltzmann constant, and T the temperature. Also,
the formation energy (Ej) and entropy (Sj), as well
as the equilibrium concentrations (Ceq

j ), of the
species j; where j ¼I, V, etc., are taken from [8],
but some values are modified as listed in Table 1;
the values reported by Luo et al. [9] and used by
Sinno et al. [8] are included for comparison. As
will be mentioned shortly, our values have been
adjusted to fit the experimental data. In Table 1,
the formation entropy (7.63 kB and 8.2 kB for B2I
and BI, respectively) used by Sinno et al. [8] gave
equilibrium concentrations of 4.24� 1011 and
1.27� 1013, respectively, for B2I and BI, which
are much lower than the concentrations shown in
their result [8, Fig. 2]. Therefore, we have
purposely increased the values, as listed in
Table 1, for consistence, and the comparison will
be given later. In addition, the diffusivity values
are the same with the ones used by Sinno et al. [8].
However, the values for B2 and B2I, which were
not mentioned in their paper, are assumed to be
two orders smaller than the ones for B and BI,
respectively.
The electronic-shift model proposed by Voron-

kov and Falster [10] is adopted as well, but we
have released the assumption of low boron
concentration. The newly derived equilibrium
vacancy concentration is as the following:

C
eq
V ðT ;CBÞ

¼
C
eq
V ðTÞ

n0ðTÞ
C2
B

4
þ n20ðTÞ

� �1=2
�

CB

2

" #
; ð4Þ
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Table 1

Selected thermodynamic data for the equilibrium species concentrations; other data are the same as those used in Ref. [8]

C
eq
j ¼ Pre-factor� expðSj=kBÞ � expð�Ej=kBTÞ�CB(for CB ¼ 2:5� 1018 cm�3)

j Pre-factor Ej (eV) Sj=kB C
eq
j (Tm) (cm

�3)

Luo et al. [9] B2 3.89� 10�5 �0.8 2.75 3.73� 1017

B2I 7.73� 10�5 2.0 4.3 1.52� 1010

BV 3.69 2.3 3.3 3.38� 1013

BI 2.74 3.1 1.9 2.52� 1010

Sinno et al. [8] B2I 7.73� 10�5 2.0 7.63 1.02� 1012

BI 2.74 3.1 8.2 3.3� 1013

This work B2I 7.73� 10�5 2.0 10.8 1.01� 1013

BI 2.74 3.1 10.2 1.02� 1014
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where n0 is the intrinsic carrier concentration; pn ¼
n20; where p and n are the hole and electron
concentrations, respectively. Based on the assump-
tion of the prevailing charge state of vacancy being
�1 [10], the addition of boron atoms will affect the
equilibrium of electrons and holes (p � n ¼ CB).
Then, Eq. (4) can be easily derived by imposing the
charge neutrality condition and the mass action
law for V�þhþ¼ V0; where V� is the charged
vacancy, hþ the hole, and V0 the neutral vacancy.
By putting this equilibrium concentration (Eq. (4))
into Eq. (1), but considering I and V only (the first
reaction in Eq. (2)), we can also compute the
point-defect concentration and the position
(r ¼ ROISF) of the OISF-ring, where CI ¼ CV:
Because boron concentration is several-order
higher than the equilibrium concentrations of
point defects, it is assumed constant everywhere.
This gives a self-consistent simulation using the
electronic-shift model.
Based on Eq. (4), we can further follow the

derivation of Voronkov and Falster [10], with the
assumption of the fast recombination rate used in
Ref. [3] and can obtain the ratio of the critical
V=G value with (denoted by x) and without
(denoted by x0) boron as
x
x0

¼
EIDIðTmÞC

eq
I ðTmÞ � EVDVðTmÞC

eq
V ðTm;CBÞ

EIDIðTmÞC
eq
I ðTmÞ � EVDVðTmÞC

eq
V ðTmÞ

�
C
eq
V ðTmÞ � C

eq
I ðTmÞ

C
eq
V ðTm;CBÞ � C

eq
I ðTmÞ

; ð5Þ
where EI and EV are the formation energy of point
defects I and V, respectively. Also, x0 has been
derived by Voronkov [3] as

x0 ¼
EV þ EI

2kT2
m

DIðTmÞC
eq
I ðTmÞ � DVðTmÞC

eq
V ðTmÞ

C
eq
V ðTmÞ � C

eq
I ðTmÞ

:

ð6Þ

Because DIðTmÞC
eq
I ðTmÞ dominates over

DVðTmÞC
eq
V ðTmÞ [3], at low boron concentration,

Eq. (5) can be simplified to

x
x0

¼
C
eq
V ðTmÞ � C

eq
I ðTmÞ

C
eq
V ðTmÞ 1� CB=2n0

� 	
� C

eq
I ðTmÞ

¼
1

1� KCB
; ð7Þ

where K ¼ c=½2n0ðc � 1Þ
 and c ¼ C
eq
V =C

eq
I : Eq. (7)

is the one derived by Voronkov and Falster [10].
Interestingly, as shown in Eqs. (5)–(7), the predic-
tion of x0 or x=x0 does not need any thermal
information in the ingot, and this is due to the fast
I–V recombination. One can also see that in
Eq. (7), c is the only parameter affecting x=x0:
The formation energies of the point defects play no
role on this value.
The boundary conditions are straightforward

for the above equations. At the interface, the
equilibrium species concentrations at the melting
temperature are imposed. At the crystal surface,
no-flux is assumed; axisymmetry is set at the
centerline. With a known thermal distribution
calculated by STHAMAS, Eq. (1) for both models
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can then be solved by a finite volume/Newton
method [14], where a second-order accuracy
approximation is adopted.
C
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Fig. 3. Axial concentration distribution of BV, BI, and B2I at

the position of 0:8Rc; Rc is the crystal radius. Solid lines are for

the results by Sinno et al. [8].
3. Results and discussion

Without boron doping, we have calculated the
thermal gradient by using STHAMAS at the
position having CI ¼ CV for the growth of 4 and
6-in-diameter silicon ingots, and the results are
summarized in Fig. 2. From there, the slope gives
the x0 value of 1.377� 10

�3 cm2/minK. This is in
good agreement with the one (1.37� 10�3 cm2/
minK) predicted by Eq. (6) and the one
(1.34� 10�3 cm2/minK) by Sinno et al. [4]. Ap-
parently, the detailed thermal distribution in the
crystals seems to have little effect on this value.
This further confirms the assumption of fast
recombination reaction proposed by Voronkov [3].
With boron doping, the calculated axial con-

centrations of some point defects are shown in
Fig. 3. The calculated results by Sinno et al. [8]
(also in Table 1) are put together for comparison.
The data for the equilibrium concentrations of B2I
and BI are shown in Table 1. As shown, the values
(1.02� 1012 and 3.3� 1013/cm3 for B2I and BI,
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Fig. 2. Puling rate as a function of the axial temperature

gradients at the interface (at the ring position) during OISF-

ring formation for both 4 and 6-in-diameter crystals.
respectively) used by Sinno et al. [8] are not
consistent with their calculated concentration at
the interface (z ¼ 0) shown in Fig. 3. By changing
the values of formation entropy for B2I and BI, as
shown in Table 1, our calculated results can be in
good agreement with the ones obtained by Sinno
et al. [8], even though the detailed thermal
distributions could be quite different. Figs. 4a
and b show the comparison of the axial concen-
tration distribution of the point defects at r ¼
0:8Rc without and with boron doping
(CB ¼ 6:7� 1018 cm�3), respectively; the crystal
radius Rc ¼ 3 in and pulling rate=60mm/h. As
shown, without boron doping at this growth
condition, both interstitials and vacancies annihi-
late quickly near the interface (zo0:8Rc), and then
vacancies dominate in the rest of the ingot. With
the boron doping, as illustrated in Fig. 4b, as the
fast recombination of interstitials and vacancies
proceeds in zo0:8Rc; BI, and B2I start to dissolve
according to the le Chetalier’s principle to make
up the self-interstitials. Although the dissolution of
BV also produces vacancies, its equilibrium con-
centration is much lower than that of BI. Mean-
while, vacancies continue to be consumed by the
Frank-Turnbull mechanism, i.e., the 6th reaction
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Fig. 4. Axial concentration distribution of species at the

position of 0:8Rc: (a) without boron; (b) with boron doping
(CB ¼ 6:7� 1018 cm�3). The contours of CI � CV in the ingot

are also illustrated.
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Fig. 5. Comparison of calculated x=x0 values at different boron
concentrations using different models; the open symbols are for

pulling rate=60mm/h and the solid symbols for pulling

rate=72mm/h.
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in Eq. (2), and this is significant due to the high
concentration of BI. Accordingly, this shifts the
point defect balance towards the interstitial-rich
region reducing the OISF-ring size. At z > 0:8Rc;
both BI and B2I start to increase due to the excess
interstitials. Since the vacancy concentration is
low, the recombination amount is small and the
interstitial concentration decreases with the axial
distance slowly. Therefore, due to the shift to the
interstitial rich region, to keep the same ring size as
the one without doping, the corresponding V=G

value needs to be increased. For different values of
boron concentrations, the calculated x=x0 values
are shown in Fig. 5; two pulling rates are
considered; different pulling rates give different
interface shapes and thermal gradients there. The
predicted results by Eq. (5) and the original
equation derived by Voronkov and Falster [10],
i.e., Eq. (7), with two different C

eq
V =C

eq
I values, i.e.,

the c value, at the melting point are also
illustrated. As shown, the difference between
Eqs. (5) and (7) becomes larger at higher boron
concentration, but the difference is not much.
Again, the results obtained by both models seem
to agree with the measured data (the asterisk
symbols) quite well.
As shown in Fig. 5, the calculated results based

on the electronic-shift model by solving Eqs. (1)
and (4) for I and V only with a detailed thermal
profile using c ¼ 1:2 also agree quite well with the
prediction by Eq. (5). Similar to the case without
doping, this indicates that the fast recombination
of the point defects makes the detailed thermal
profile in the ingot insignificant. All that matters is
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Table 2

Effect of EV=EI on the calculated OISF-ring size based on the reaction/diffusion and electronic-shift models

Reaction/diffusion model Electronic-shift model

Properties at melting temperature CB ¼ 0 cm�3 CB ¼ 6� 1018 cm�3 CB ¼ 6� 1018 cm�3

a ¼ EV=EI EV (eV) EI (eV) C
eq
V (cm�3) C

eq
I (cm�3)

c ¼
C
eq
V =C

eq
I

ROISF=Rc ROISF=Rc ROISF=Rc
x0 x=x0 x=x0

0.455 2.142 4.71 1.23� 1015 1.02� 1015 1.2058 0.969 0.984 0.638

1.377 0.934 1.657

0.72 2.87 3.98 1.23� 1015 1.02� 1015 1.2058 0.969 0.713 0.598

1.377 1.592 1.683

1 3.425 3.425 1.23� 1015 1.02� 1015 1.2058 0.969 0.969 0.608

1.377 1 1.677
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the thermal gradient at the place of the OISF-ring,
which is incorporated into x=x0 already; the fast
decay of interstitials and vacancies is well char-
acterized by the thermal gradient near the inter-
face. The reaction/diffusion model can also give
consistent results, but it requires seven partial
differential equations and the equilibrium concen-
trations of the point defects need to be adjusted
carefully. Also, the equilibrium concentrations are
several orders larger that those predicted by the
tight-binding calculations (Table 1). On the other
hand, a simplified four-reaction model can be used
as well by ignoring B2 and B2I due to the low
concentration of B2I; CA2 is almost constant. By
adjusting the entropy of formation (S=kB) for BI
from 10.2 to 10.555, the calculated results using
this four-reaction model can also have a good
agreement with the measured data. Again, the
results are shown in Fig. 5.
Finally, the effect of EV=EI is considered. Both

values vary largely in the literatures. For example,
EV varies from 1.56 eV in Ref. [15] to 4.5 eV in
Ref. [3]. Nevertheless, according to the Voronkov
model in Eq. (7), the ratio of EV=EI is not
important. Also, for x0; as long as EI þ EV is kept
the same, EV=EI happens to be insignificant as
well. Some calculated results for both models
based on different EV=EI’s are listed in Table 2 for
comparison. As mentioned previously, since the
detailed thermal distribution does not affect the
result much, the influence of the formation energy
should be little. Again, this further validates the
Voronkov’s assumption for the electronic-shift
model. However, the reaction/diffusion model is
found to be sensitive to the EV=EI ratio. This may
be explained by the concentration profiles shown
in Fig. 4b that the relative consumption of the self-
interstitials and vacancies along the growth direc-
tion, which are affected by the formation energy,
could still be important.
4. Conclusions and comments

The simulation of the boron effects on the
OISF-ring dynamics has been carried out by using
both the reaction/diffusion and electronic-shift
models. The calculated results are in good agree-
ments with the reported ones. However, unlike the
reaction/diffusion model, the calculated critical
V=G values by the electronic-shift model are not
affected by the detailed thermal profiles in the
ingot. Furthermore, the detailed calculations
based on the electronic-shift models agree very
well with the simplified asymptotic solution
proposed by Voronkov, where the ratio of the
equilibrium vacancy and self-interstitial concen-
trations is the only parameter to the reduced V=G

value, i.e., x=x0: On the other hand, the reaction/
diffusion model is more sensitive to the formation
energy and requires much more parameters to fit
the experimental results. Because B2I is not the
major species, ignoring B2I and thus B2 in the
reaction mechanisms still gives satisfactory results.
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